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Abstract

A brain-computer interface (BCI) uses signals originated from the brain to direct

some peripheral devices. This thesis deals with multichannel electroencephalogra-

phy (EEG) based BCI implementation. Synchronization of neural activity between

di�erent parts of human brain has great signi�cance in coordination of cognitive

activities. The time-frequency (TF) representation can be used to measure the

synchronization between di�erent channels of EEG. The technique, called syn-

chrosqueezing transform (SST) is one of the techniques that operates with the

continuous wavelet transform (CWT) and produces impressively localized time-

frequency representations of nonlinear and nonstationary signals. The SST based

method is proposed to e�ectively measure the synchronization in TF domain. Due

to its data adaptability and frequency reassignment properties, the SST produces a

well-de�ned TF representation. The marginal time coherence for di�erent channel

pairs is used to quantify synchronization. The experiment is performed with both

synthetic and real EEG data. The results show that the marginal time coherence

based on the proposed SST exhibits very clear discrimination between two types

of motor imagery (MI) movement.

This research also presents a novel method for the selection of e�ective spatial

�lter pair and discriminative features in EEG based MI classi�cation. Usually,

the spatial �lter pair is selected manually. However, the manual selection of CSP

�lters does not con�rm that the approach will achieve the best accuracy. In the

proposed method, the analyzing EEG data is divided into training and test sets.

The training set is used to select appropriate spatial �lters with dominant features.

To accomplish such features, the EEG of training set is segmented again into two

subsets termed as training subset and test subset. The features of both subsets are

extracted using common spatial pattern (CSP). The mutual information between

the features of training subset and class levels of the training subset is calculated.

Then features of training subset are ranked on the basis of values of the mutual

information. Besides, the features of test subset are also ranked according to the

order of the training subset features. The initial classi�cation performance using

training and test subsets is obtained by using linear discriminant analysis (LDA).

Then a grid search method selects the e�ective number of spatial �lter pairs as well



as the discriminative features by which the maximum accuracy score is yielded.

Thus the selected spatial �lter and features are used in actual classi�cation accu-

racy of the test set of EEG. In this research, the binary classi�cation performance

of the proposed approach is evaluated to classify MI data where the datasets are

widely used as the publicly available dataset from BCI competition III. The ap-

proach achieves more increased mean accuracies than di�erent existing methods

of MI tasks. Finally, the method is veri�ed to classify audio stimuli based EEG.

In auditory EEG, the proposed approach produces superior classi�cation accuracy

compared to prevailing methods.
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GENERAL INTRODUCTION 8 

a· metastable and is distinguished from its ground slate hy an asterisk, 11* . The nuclei B 

of the same mass number and atomic number which differ in this way in their stale of 

energy, are called isomers. The isomeric state decays either by y-ray emission to the 

ground state or by electron capture, �~� or a particle emission to another nuclide. The 

process of reversion to the ground state by emission of y-ray is called isomeric transition 

(IT). Weizsacker22 suggested that, if a relatively small energy difference between the 

excited stale and the ground stale of a nucleus was associated with a large spin difference 

between the nucleus in the one stale and in the other, the transition would be forbidden, 

that is, the probability of the transition would be reduced. Thus the nucleus in the 

metastable state would have a measurable life time. 

1.3 Neutron Induced Reactions 

Neutron, a subatomic particle without electrical charge is composed of three tiny 

objects called quarks, bound or "glued" together in the neutron by massless particles 

known as "gluons"23
. The mechanism of neutron induced reactions can be studied using 

the available data and it is observed that for nuclei with 40<A <100 some form of 

statistical or evaporation model can explain the reaction, while for A> I 00 the reaction is 

less likely to proceed through a compound nucleus but rather by a direct reaction24
. 

These reactions are somewhat helpful in explaining the degree of clustering of nucleons 

near the nuclear surface and the importance of shell effects. Hence the basic research on 

fast neutron induced reactions is of considerable significance in testing nuclear models. 

1.4 Neutron Sources 

Recently, much progress has been made in the production of intense neutron 

sources. The availability of neutron sources with well defined characteristics is essential 

for a detailed study of neutron induced reactions. The neutron sources are categorized as 

monoenergetic and continuous (white neutron sources) sources. There are three principal 

methods for producing neutrons. These are: 



































































13 

Selection (for high seed set) had little or no effect on meiotic chromosome 

association (Muntzing 1951). Any increase in seed-set must have a genetical basis 

or some obscure physiological causes (Morrison 1956). Evidence of genotypic 

control of chromosome pairing strengthened the argument that fertility in 

autopolyploids could be improved by selection for meiotic regularity and vice­

versa (Rees 1961). Both approaches had in fact been adopted for fertility 

improvement in tetraploid rye by Hossain and Moore (1975) and they concluded 

that the genetical control of the cytological factors is independent from that of 

plant vigour. They also indicated that selection for plant vigour (seed-set) is as 

important as the cytological factors for fertility improvement, while meiotic 

irregularity is lethal to semilethal and greatly limits the success of such 

selection. 

Hybridization between population of diverse origin has been proved to be 

a source of improved meiotic regularity in tetraploid rye (Muntzing 1951). The 

heterosis effects in the hybrids are very obvious morphologically and are 

expected to increase the chiasma frequency (Rees and Thompson 1956). In many 

cases, it may be a more precise parameter than the karyotype itself, since 

chiasma formation reflects similarities both in genetic contents and in the 

arrangement of genes (Roy and Singh 1968). Therefore, the relationship between 

chiasma frequency and chromosome configuration may be very much useful for 

comparing the Near Isogeneic Lines (NILs) of wheat hybrid populations used in 

the present study. It may also be determined whether the chiasma frequency is 

under the control of genotype or environment or genotype-environment 

inten1ction. 
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defined the location of centromere as attachment of chromosome to the spindle 

and commonly limited to a small area. He classified it generally into two types, 

namely 1) terminal or telomiti.c and 2) non-terminal or atelomitic. Different 

authors and even the same author on different occasions, used different terms 

for the same chromosome as well as the same term for different chromosome 

types, indicating that terminology of the centromeric position had become 

confused. 

Ishing ( 1962) described the chromosomes as V-, L-, I-, j-shaped, median, 

metacentric and so on, without the centromeric position being clearly defined. 

Levan et al. (1964) proposed a standardized nomenclature for chromosomes. They 

divided half the length of a hypothetical chromosome into four equal sized 

regions, starting from the middle and called m (median region), sm (submedian), 

st (subterminal) and t (terminal region). The terms primarily referred to the 

location of centromere, but also indicated the location of all other morphological 

features of chromosomes. The location of the centromere has also been expressed 

as arm ratio, i.e. the length of the long arm divided by that of the short arm. 

The authors suggested to use the terms m, sm, st and t alone or in combination. 

The chromosome having the arm ratios 1.0-1.7 was designated as m chromosome, 

similarly arm ratios 1.7-3.0 for sm, 3.0-7.0 for st and 7.0-a for t chromosomes. 

However, it is possible to use the term metacentric, submetacentric, subtelocentric 

and acrocentric as synonyms to m, sm, st and t. 

b) Constancy : 

Each species possess a definite individuality for their somatic chromosomes 

in respect of their number, size, centromeric position and other additional 
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distal end of each chromosome arm. However, if the work is done carefully and 

in a consistent manner, the inaccuracy in measurement should not limit the 

usefulness of chromosome measurements. Improper printing of the 

photomicrographs may also produce some distortion in apparent chromosome size. 

It is clear that various factors may influence the length of a chromosome. While 

technical refinement may reduce this variation, it can not be eliminated 

completely. 

c) Techniques: 

In plan ts critical analysis of karyotype is essential for 1) assigning 

linkage groups, 2) identifying aneuploid individuals, 3) examining the effect of 

a specific chromosome in an alien background and 

phylogenetic relationships between and within taxa. 

4) determining the 

It is also essential to identify the chromosomes individually and properly 

for the karyoty pic analysis. Variation in the length of chromosome complicates the 

identification of individual chromosomes and their homologues in any particular 

plate. The chromosome which may be longest in one cell may not be so in the 

next. Matching of chromosomes in homologous pairs becomes specially difficult 

when two or more pairs of chromosomes possess similar lengths and arm ratios. 

Patau {1960, 1965) made a survey on the problems of chromosome identification 

with special reference to human chromosomes. Because of the unavoidable length 

variation, he suggested to measure the chromosomes in several cells and to use 

the average to get an estimates of the true lengths of different chromosomes in 

a complement. 
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Sasaki (1961), however, pointed out that use of relative length would serve 

any real purpose only if the degree of contraction were uniform in all 

chromosomes. The degree of contraction or elongation was generally greater for 

longer chromosomes than the shorter ones. Torres ( 1968) used a non-parametric 

test based on rank sums, known as Mann-Whitney U-test, to assess the overall 

similarity between the karyotypes of different Zinnia species. The method is 

based on measurement of the distances in the scatter diagram between the pairs 

of points representing the homologous chromosomes of a real or simulated hybrid, 

and then comparing these distances by means of U-test with those similarly 

derived for the parents. Of course, all such comparisons· are merely morphological 

and have no necessary genetic significance. 

Compiling a good number of literatures White (1978) reported six types of 

karyotype analysis. These are mentioned bellow: 

1} Alpha Jcaryology -

2) Beta karyology -

only chromosome numbers and approximate sizes 

were determined; 

chromosome numbers and lengths of chromosome 

arms were known; 

3) Gamma karyology - geimsa and fluorescent banding techniques were 

adopted; 

4) Delta karyology - location of satellite DNAs, nucleolar organizers and 

5-s rRNA loci were determined; 

5) Epsilon karyotogy - the main distinctive loops and other landmarks in 

lampbrush chromosome were mapped; and 

6) Zeta karyology - morphology of the polytene chromosome was 

analysed. 
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where and  are real factors to be later calculated. Plugging Eq. 

(4.89) into Eq. (4.87), and with a direct symbol calculation, we acquire 6 classes of solutions. We 

only select one of them to analyze characters of the similar solutions. 

  (4.91) 

with  

Combining Eq. (4.91) and Eq. ( 4.89), we obtain the expression of :  

  (4.92) 

which, consecutively, produces the interaction of lump and stripe solitons to Eq. (4.85) through 

the transformation (4.86) as: 

  (4.93) 

3. Breather-wave solutions 

In this section, we spotlight on the breather-wave solutions of Eq. (4.85) that comes from the 

collisions between exponential and trigonometric functions. 

Case-1: Here, we take  as a combination of a cosine function with two exponential 

functions: 

        (4.94) 

with 

       (4.95) 
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Case-1: 

  (4.107)
 

where and Inserting Eq. (4.107) along with Eq. (4.105) into the Eq. (4.86), we 

advance into the interaction solution of Eq. (4.85): 

  (4.108) 

where 

and

 

Case-2: 

   (4.109)  

where  Inserting Eq. (4.109) along with Eq. (4.105) into the Eq. (4.86), we get the interaction 

solution of Eq. (4.85) as 

,                           (4.110) 

where,  
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Case-3: 

   

(4.111)
 

where Inserting Eq. (4.111) along with Eq. (4.105) into the Eq. (4.86),we get the interaction 

solution of Eq. (4.85). 

  (4.112) 

where 
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On the otherhand, the complexiton solutions consist with two traveling variables and 

expressed in-terms of and  gives soliton solutions like Fig. 3.3 and and  

gives doubly-periodic wave solution like Fig. 3.4 of  and and gives 

breather wave solutions like Fig. 3.5 of and and  gives bell shaped 

periodic solution like Fig. 3.6 of . 

 
 

Fig-3.3: Soliton Profile of  for . 

 

  

Fig-3.4:  Doubly-periodic wave solution for 

of .  

Fig-3.5:  Kinky periodic lump wave solution for 

 of . 
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From the figures we see that the desired lump wave is periodic and propagate along 

direction as time goes. 

 

(a) 

 

(b) 

 

(c) 

Fig-6.4: Profile of solution (4.104) for Eq. (4.85) with   

(a) (b) and (c)  respectively taking . 

Different conditions on the parameters and (i,e., Eq. (4.108)) offers four different 

interaction solutions among the kinky, lumps and periodic waves. On the condition and 

  exhibits a single lump solution (see Fig. 6.5(a)). It is known that a lump wave has one 

valley and one peak (see Fig. 6.5(a)). But for the parametric condition and (i,e., 

Eq. (4.108)) displays an interaction between a lump and a periodic wave (see Figs. 6.5(b)�±6.5(c)). 

In such case, the interaction between a lump and a periodic wave delivers one valley and one peak 

serially which split into two valleys and two peaks by fission (i.e. a fission phenomenon occurs for 

lump wave)  as  gradually increases depicted in the Figs. 6.5(b)�±6.5(c). Fission of lump is cleared 

from the comparison of Fig. 6.5(b) and Fig. 6.5(c), as in Fig. 6.5(b) has one lump (one peak and 

one valley) and but in Fig. 6.5(c) has two lumps (two valleys and two peaks). 

Due to the condition and   (i,e., Eq. (4.108)) offers an interaction solitonic wave in 

which a lump get into a double kink waves (see Fig. 6.6(a)). Finally, on the condition and 

  exposes an interaction among the lumps, double kinks and periodic waves. On 

observations of the Figs. 6.6(b)�±6.6(c), It is obvious that one valley and one peak of the lump (in 

Fig. 6.6(b)) split into two valleys and two peaks (in Fig. 6.6(c)) by fission as  increases into a 

double kinky periodic waves.  
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