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to the English language needs of the trainee officers of BCS Administration cadre. It was 

found that there was no post for English language trainers in the institutes, and the 

institutes did not have necessary logistic support for effective English language training. 

It was also found that English language training methods pursued in the institutes were 

faulty. All these findings refer to the ineffectiveness of the English language curricula of 

the training institutes. Because of all these reasons, the English language curricula of the 

institutes could hardly improve the English language proficiency of the trainee officers 

of the cadre. Actually, the curricula we�U�H�� �I�R�X�Q�G�� �µ�O�R�Z�� �S�H�U�I�R�U�P�L�Q�J�¶ whereas they were 

�H�[�S�H�F�W�H�G�� �W�R�� �E�H�� �µ�K�L�J�K�� �S�H�U�I�R�U�P�L�Q�J�¶. Based on the findings of the study, relevant 

recommendations have been made for improving the quality of English language 

curricula of the training institutes. If the suggestions are properly accommodated by the 

concerned authorities of the government and the training institutes, it is expected that 

things will change significantly as far as English language training for the officers of 

BCS Administration cadre in the country is concerned. 

The study is pioneer in the ESP curriculum evaluation in the context of Bangladesh. It is 

expected to leave further implications for the study of andragogy in the given context. 



 vii  

�$�E�E�U�H�Y�L�D�W�L�R�Q�V 

ACAD =  Advanced Course on Administration and Development 

AD  =  Assistant Director 

ADC =  Additional Deputy Commissioner 

AIT  =  Asian Institute of Technology 

B.Ed. =  Bachelor of Education 

BASC =  Bangladesh Administrative Staff College 

BCS =  Bangladesh Civil Service 

BCSAA = Bangladesh Civil Service Administration Academy 

BIAM  =  Bangladesh Institute of Administrative Management 

BoG =  Board of Governor 

BPATC = Bangladesh Public Administration Training Centre 

CC =  Course Coordinator 

CEO =  Chief Executive Officer 

CIC =  Citizenship and Immigration Canada 

CIPD =  Chartered Institute of Personnel and Development 

CIPP =  Context, Input, Process, and Product 

CLIL =  Content and Language Integrated Learning 

CLTA =  Communicative Language Teaching Approach 

CNP =  Communicative Needs Processor 

COTA =  Civil Office�U�V�¶���7�U�D�L�Q�L�Q�J���$�F�D�G�H�P�\ 

CSA =  Civil Service Academy 

CSP =  Civil Services of Pakistan 

CTP =  Communicational Teaching Project 

DC =  Deputy Commissioner 

DD =  Deputy Director 

DM =  District Magistrate 

DPP =  Development Project Proposal 

EBP =  English for Business Purposes 

EFL =  English as Foreign Language 



 viii  

ELT =  English Language Teaching 

ELTI =  English Language Training Initiative 

ELTT = English Language Testing and Training Programme 

EMP =  English for Medical Purposes 

EOP =  English for Occupational Purposes 

EPP = English for Professional Purposes 

ESP =  English for Specific Purposes 

EST =  English for Science and Technology 

EVP =  English for Vocational Purposes 

EWP =  English for/ in Workplace 

FGD = Focus Group Discussion 

FLTTC =  Foreign Language Teacher Training Colleges 

FTC = Foundation Training Course 

G.O. =  Government Order 

GOTA =  �*�D�]�H�W�W�H�G���2�I�I�L�F�H�U�V�¶���7�U�D�L�Q�L�Q�J���$�F�D�G�H�P�\ 

GPE =  General Purpose English 

G-T =  Grammar-Translation 

GTI =  Government Training Institute 

HIPA =  Hariana Institute of Public Administration 

IAS =  Indian Administrative Service 

ICS =  Indian Civil Services 

ICT =  Information and Communication Technology 

IELP =  Integrated English Language Programme 

IELTS =  International English Language Testing System 

IHRM =  International Human Resource Management 

JICA =  Japan International Cooperation Agency 

JS =  Joint Secretary 

KI  =  Key Informant 

KOICA =  Korean International Cooperation Agency 

L2 =  Second Language 

LATC =  Land Administration Training Centre 

LBSNAA =  Lal Bahadur Shastri National Academy of Administration 

LoLT =  Language of Learning and Teaching 

M.A. =  Master of Arts 



 ix 

M.Ed. =  Master of Education 

M.SC. =  Master of Science 
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Figure 3.4: Functional diagrams of SVM architecture 

 

3.5 Model Selection Criteria 

This is a very tough job to select the best algorithm. Real data do not follow any 

particular model. The general instruction is that: firstly we have to select what 

measure of forecast error is most suitable for the particular situation at hand. Mean 

Squared Error (MSE) and Mean Absolute Error (MAE) are generally used for 

model selection. The mathematical formulas are as follows: 

  ,      and     

where, = Observed value at time t and = Forecasted value at time t. We prefer 

RMSE to compare the performance among the models. There are some other 

statistics for model selection criteria like Akaike Information Criterion (AIC), 

Bayesian Information Criterion (BIC) (Schwarz, 1978), and Schwarz Criterion 

(SC), which is closely related to AIC. We choose this model that gives the 

smallest value of these criteria. Also, there are some disputes among the 

econometricians about which criteria perform better. However, in this view, we 

may use all of these model selection criteria. 
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AIC (Akaike, 1974) is one of the most important criteria for checking the 

adequacy as well as the lag order of a model. AIC is defined as: 

       

where, 
 
is the sum of squared residuals. In theory, the AIC approaches a 

minimum value by increasing the number of lags up to the point. Thus one can 

choose a lag structure.  

Another penalized maximum likelihood criterion is BIC. Schwarz first introduced 

it in 1978. In a Bayesian context, BIC was derived and approximated a version of 

the process from Laplace. The criterion for the BIC is minimized as 

       

where, n is the dimensionality of the model,  

 is the estimate of 

the variance and N is the sample size. 

3.6 Diagnostic Checking 

Diagnostic checks are done in order to diagnose a potential lack of fit. The model 

is ready for use if no lack of fitting is demonstrated. The iterative step of 

identification, estimation, and diagnostic checking is replicated until a suitable 

model is established. The diagnostic checks are conducted in two ways�² (i) The 

pre-test checks that are conducted before model estimating; (ii) The post-test 

checks that are conducted after model estimating. Stationary tests are conducted in 

the pre-test stage, and autocorrelation, normality, and outlier of the residuals are 

conducted in the post-test stage. The statistical methods and tests are conducted 

for possible diagnostic checking in the following subsection.  
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The sample autocorrelation function, abbreviated as ACF, is the corresponding set 

of values. Jenkins and Watts (1968) explored its formulas. Any �Uk is just a sample 

value that may vary from zero because of sampling variance. By comparing it with 

the standard error, we can get an understanding of the magnitude of the sample 

statistic. An approximate standard error for , computed by Bartlett (1946) is 

.             

To check a linear relationship in the population between Yt and Yt+k, we test the 

null hypothesis as 

H0: �Uk = 0  

Against the alternative hypothesis H1: �Uk �z 0. 

We then calculate the estimated t statistics, . The ratio of the 

statistic  is estimated with its standard error . Since �Uk is hypothesized to 

be zero. If t is significant at �D% (usually 5% or less), we do not accept the null 

hypothesis. 

3.6.3 Partial Autocorrelation Coefficient 

The coefficient of partial autocorrelation is another effective measure of 

autocorrelation for stationary series. Considering the set of k regression equations 

is a way to estimate the coefficients: 

 

      

 . 

. 
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In each equation, the population partial autocorrelation coefficients at lag k = 1, 2, 
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sample counterpart ( ) for the given data set. The subsequent set of values is the 

sample partial autocorrelation function abbreviated PACF. In calculating , we 

considered only two random variables Yt and Yt+k, and we disregarded the 

intervening random variables Yt+k-1, Yt+k-2, ..., Yt-1. But the role of these random 

variables in computing  is simultaneously taken into account. We can calculate 

the importance of each by comparing it with the standard error, 

 

It is suitable to present the PACF for the set of estimates of the values for k = 

1, 2, 3, ..., K. 

3.6.4 Test of Stationary 

The upward or downward trend in the line graph of a time series indicates non-

stationary. Remaining in a constant level provides a constant mean, which is an 

indication of stationary. But this is not a perfect way to test the stationary of a data 

series. Sometimes a series can be non-stationary in the mean without showing a 

persistent upward or downward. Several procedures have been proposed to test 

stationary of a time series. 

3.6.4.1 Test of Stationary based on Correlogram 

One sample test of stationary is based on the time series so called autocorrelation 

function (ACF). The ACF at lag k presented by �Uk is defined as 

 

= 
�G�m�t�_�p�g�_�l�a�c���_�r���j�_�e���Þ

�Z�_�p�g�_�a�c
��. 

 

Now if we draw by plotting �Uk against k, the graph we obtain is known as the 

population correlogram. Since in training we only have an understanding of a 

stochastic process. We can only calculate the sample autocorrelation function . 
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To compute this we must first compute the sample covariance at lag k,  and the 

sample variance  which are defined as 

 
 

 

where, n is sample size and  is the sample mean. Therefore the sample auto- 

correlation function at lag k is . We have defined autocorrelation �Uk 

correlograms and their sample counterparts . The statistical significance of any 

�Uk can be arbitrated by its standard error. Bartlett has shown that if a time series is 

purely random that exhibits white noise, the sample autocorrelation coefficient are 

approximately normally distributed with zero mean and variance 
1
n . Where n is the 

sample size, so that the standard error of  is . Following the properties of 

standard normal distribution, the 95% confidence interval of any �Uk will be ±1.96(

). If an estimated �Uk falls inside this confidence interval, we accept the null 

hypothesis that �Uk is zero. But if it lies outside the interval we reject the null 

hypothesis that the true �Uk is zero. Any significant value of �Uk breaks the stationary 

assumption of the data series. If the mean of a series is stationary, then the ACF 

and PACF will tend to decay quickly toward zero. 

3.6.4.2 Complete Significance Test of Autocorrelation 

To check the joint hypothesis that all the autocorrelation coefficients �Uk�¶�V�� �D�U�H��

concurrently equal to zero, the Q statistic developed by Box and Pierce, which is 

defined as 

 

where, n is the sample size and m is the lag length. The Q statistics are roughly 

distributed as a chi-square distribution with m degrees of freedom (i.e. for large 
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where, �Ht is the random error that holds the basic assumptions, it has zero mean 

and constant variance. The error terms are also not auto-correlated. Such an error 

term is often referred to as a white noise error. Equation (3.27.1) is a first-order or 

AR(1) regression in which the value of Y at time t is regressed to its value at time 

(t-1). If the coefficient of Yt-1 is equal to 1, we face the dilemma of the unit root, 

i.e., a non-stationary condition. Therefore, the regression equation is defined as 

follows: 

Yt = �UYt-1+ �Ht                               (3.27.2) 

and find that �U =1, so we assume that there is a unit root for the stochastic variable 

Yt. A time series that has a unit root is regarded as a random walk. The non-

stationary time series is a case of random walk. 

Alternatively, Equation (4.27.2) is also expressed as  

 

�Ÿ                    (3.27.3) 

where, �G = (�U �� 1) and  is known as the first difference operator. Note that 

 

Making use of the definition, we can easily see that (3.27.2) and (3.27.3) are the 

same. Nevertheless, now the null hypothesis is that �G =0 

if �G is in fact 0, we can write (3.27.3) as 

         (3.27.4) 

where, (3.27.4) states that first difference in a random walk time series (= �Ht) is 

stationary. To find out a time series Yt is non-stationary, run the regression (3.27.2) 

and test , or estimate (3.27.3) and check  based on the t-statistic. 

Unfortunately, even in large samples, it does not follow t-distribution. Under the 

null hypothesis that �U = 1, the conventional t statistics are referred to as �W  (tau) 

statistics whose critical values were tabulated according to Monte Carlo 

simulations that were developed by Dickey and Fuller. 
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(3.27.8) and (3.27.10) states the non-stationary of Yt : H0: �G = 0 (Yt has a unit root). 

The deterministic regressors vary from the three equations. A major issue in unit 

root testing is the alternative for the three equations. One concern is that the 

estimated additional parameters minimize the degree of freedom and the power of 

the test. Reduced power means that the researcher will assume that, where it is not 

the case, the process has a unit root. The second issue is that a suitable test statistic 

�G = 0 depends on which regressors are used in the equation. For instance, if a 

deterministic term is used in the data-generating process, omitting the term �Et
, 

gives an upward bias in the expected value. Additional regressors, nevertheless, 

raise the absolute value of the critical values such that the null hypothesis of a unit 

root cannot be rejected by the researcher. The test is carried out by way of the 

usual t- statistics of . The t-statistics of the three models are denoted as t�W, t�P and 

t, respectively. F-statistics were proposed by Dickey and Fuller (1979) to measure 

the joint hypotheses �G=�E=�P=0 (�) ) and �G = �E = 0 (�) 3) in equation (3.27.8) and the 

joint hypothesis �G = �P = 0 in equation (3.27.9), denoted as �) 1. The t-statistics and 

t-tau and t-mu and the F-statistics �) 2 and �) 3 do not have the standard t and F-

distributions under the assumption of non-stationary but are functions of Brownian 

motions. Critical values of the asymptotic distributions of such t-statistics were 

given by Fuller (1979). MacKinnon (1996) enhanced them across the larger sets of 

repetitions. For the F- statistics of �) 1, �) 2, and �) 3, Dickey and Fuller (1979) 

described the critical values. As illustrated in Figure 3.5, Dolado et al. (1990) 

established a rigorous testing approach between the alternative equations. There 

are several phases in the method of unit root testing: 

 

Step 1. The null hypothesis of stationary is tested with t-tau in the most 

unregulated equation (3.27.8). The time series Yt is stationary in trend if the null 

hypothesis is rejected and there is no need for further progression. 

 

Step 2. If the null hypothesis is not rejected, we use the statistics �) 3 to measure 

the validity of the deterministic trend under the null hypothesis �G = �E = 0. If it is 
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significant, it is necessary to assess the further existence of the unit root, noticing 

that the t-statistic now follows a standard t-distribution. 

Step 3. In the equation (3.27.8), �G and �E are jointly insignificant, we approximate 

the equation without the deterministic trend (equation (3.27.9)) and the unit root 

test using t-mu and its critical values. We will stop again if the null hypothesis is 

rejected, and assume that the variable Yt is stationary. 

Step 4. If the null hypothesis is accepted, we test under the null �G = �P = 0 using 

�) 1 for the validity of the constant term. We evaluate the unit root test using the 

standard normal distribution if the constant term is significant. 

Step 5. In Equation (3.27.9), if �G and �P are mutually insignificant, we calculate 

equation (3.27.10) and test for the existence of a unit root. The method either ends 

with the consequence that the variable Yt is stationary or that a unit root is included 

in Yt. If in each of the steps of the strategy, we do not dismiss the null hypothesis, 

we infer that Yt is non-stationary and needs to be differenced at least one to 

become stationary. We start by checking the differenced series to detect the order 

of integration d of the time series Yt until the unit root assumption is dismissed. 

Therefore, if Yt is discovered to be non-stationary and Yt is revealed to be 

stationary, Yt is called 'integrated of order 1' (referred to as Yt �a I(1)). If, after 

differentiating d times, we can only deny the null of a unit root, we infer that the 

series is integrated of order d. Stochastic patterns are sometimes linear and often 

quadratic, so d is hardly ever greater than 2 (Leeflang et al. 2000). The number of 

lags in equations (3.27.8) and (3.27.10) is evaluated by selection criteria AIC, BIC 

that was proposed by Phillips and Perron (1988). The ADF test implies that the 

variable being considered is continuous and that certain real values can be 

occupied. 
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Figure 3.5: Functional diagrams of a systematic strategy of unit root test 

3.6.6 Normality Checking 

A popular assumption is that random residuals are normally distributed. This 

allows us to run t-tests on coefficient significance at the estimation stage. The 

study of the residual histogram is one method of testing normality. Another is a 

normal residual probability plot (Cook and Weisberg, 2009; Liu and Hudak, 

1986). A helpful graphical presentation of the data is offered by both procedures; 

however, they did not include any formal test of normality. Different formal tests 

exist for normality. In the following subsection, the most recent and powerful test 

for the normality of the residuals is discussed. 
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residual plots are also suitable. The data for which we get the standardized 

residuals outside of the range (-3, 3) are considered as outliers. 

3.7 Forecasting Algorithm  

Assuming that adequate historical data is usable, the forecasting algorithms will 

then be processed to train the models with approximately 75% samples and predict 

the next 25% observations for testing. Using a suitable criterion, compare the 

forecasts to the actual values. To perform the required out-of-sample forecasts, the 

forecasting techniques (models) that provide the smallest value of RMSE for the 

test set on the original data set are applied.  

3.8 Software Used 

The advancement of computer and information technology makes the procedure of 

analyzing data easier. To explore the data quickly, easily, and accurately, there is 

no alternative to computer programs and software. Various computer programs 

and software have been used to complete this study. During the preparation of this 

dissertation, Microsoft Word, Microsoft Excel, Eviews, STATISTICA, and R 

software were used. 
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Chapter Four 

Results and Discussion 
 

This chapter discusses the results of this dissertation. It has applied the 

methodology that includes the proposed support system and proper models of the 

selected indicators of DSE. The results are described based on the findings of 

relevant data. The crucial models and forecasting metrics are computed that make 

a comparison to approaches of other studies. 

4. Exploratory Data Analysis 

Exploratory Data Analysis (EDA) discloses the characteristics of data and patterns 

of data analysis. It is a vigorous method of graphical representation of data series. 

It exposes the results of the influence of unusual data values. 

4.1 Time Series Plot  

The most common and widely used EDA technique is the time series plot. 

Researchers and econometricians are interested to see the graphical pattern of 

collecting data. In a time series plot, data are plotted against their occurrence of 

time. The vertical axis and horizontal axis denote the value and observation time 

of variables, respectively. If the time series plot shows a strong up or down trend, 

we may conclude that the data series is non-stationary. In the case of non-

stationary data, the seasonal or non-seasonal differencing transformations are used 

to make the series stationary. Data series may be non-stationary sometimes 

without displaying any upward or downward trend. 

4.1.1 Time Series Plot of Microeconomic Indicators 

Based on selected microeconomic indicators of Bangladesh, this study analyzes 

the effect of DSE portfolios. The microeconomic indicators are the number of 

TEC and IMC in US$ which have a direct and immediate impact on STR of DSE. 
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The time series plot of microeconomic indicators of DSE like STR, TEC, and IMC 

from 1990 to 2012 is shown in Figure 4.1. 

 

 

Figure 4.1 illustrates that there are upward trends of STR, TEC, and IMC. The 

rising scenario in SRT was in 1999 and 2009; the number of TEC was gradually 

increasing from 1990 to 2009 and then gradually up and down after 2009. 

4.1.2 Time Series Plot of Macro Economic Indicators 

The macroeconomic indicators are GDP, GNI, GS, GI, DIR, and GFI which have 

the indirect and long-run impact on DSE portfolios. The time series plot of 

macroeconomic indicators like GDP, GNI, GS, GI, DIR, and GFI of DSE along 

with DGI from 2005 to 2012 is shown in Figure 4.2.  In Figure 4.2, it is reported 

that DGI peaked in 2011 and that the downward trend occurred after 2005, 2008, 

and 2011; GDP, GNI, and GS were gradually increasing, and at the same time 

there were varying figures in GI, DIR, and GFI. 

 

 

Figure 4.1: Time series plot of STR, TEC, and IMC 

 

Year 

1- I 1- I 

..... nh rru rrrl 















0

40

80

120

160

200

240

1990 1995 2000 2005 2010

Stock Traded Turnover Ratio 

120

160

200

240

280

320

1990 1995 2000 2005 2010

Total Enlisted Company

0.0E+00

4.0E+09

8.0E+09

1.2E+10

1.6E+10

2.0E+10

2.4E+10

1990 1995 2000 2005 2010

Invested Market Capital 











 

Chapter Four                         Results and Discussion �	   

 

60 
 

 

Figure 4.2: Time series plot of DGI, GDP, GNI, GS, GI, DIR, and GFI 
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The time series plots of total invested stock market capital in Taka (mn), DGI, 

stock trade, stock volume, and current market value in Taka (mn) for the period of 

June 2004 to July 2013 are shown in Figure 4.3. In Figure 4.3, it is reported that 

each series rose from July 2010 except for stock volume. In addition, there were 

significant volatilities in each series from 2010 until the end of the trading day. 

 

 
 
 

Figure 4.3: The time series plot of stock market capital, general index, 
stock trade, stock volume, and current market value of DSE 

 

  

 

Note: Years are plotted on the horizontal axis and the respective data points are 
plotted on the vertical axis.   
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4.1.3 Time Series Plot of Newest Indicators 

The newest indicators of DSE are as DSEX index, DSES index, and DSE30 index 

from January 2014 to December 2018 on a monthly scale. The time series plot of 

the newest indicators of DSE from January 2014 to December 2018 is shown in 

Figure 4.4.  

 

Figure 4.4: Time series plot of the newest indicators of DSE 
 

As shown in Figure 4.4, there is an upward trend for DSEX, DSES, and DSE30 

indices, respectively, and there is no seasonality in DSEX, DSES, and DSE30 

indices. In contrast, after the month of July 2017, DSEX, DSES, and DSE30 

indices gradually declined. However, regular cyclical fluctuations were not found 

in DSEX, DSES, and DSE30 indices. 

4.2 Cobb-Douglas (CD) Functional Regression Model 

The Cobb-Douglas (CD) functional form of production functions is widely used in 

economics to describe the relationship between output and input. Despite many 
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0.363238LogK. The intercept and slope coefficients of all explanatory variables 

are statistically significant at least at the 5% level. There found that total factor 

turnover ratio, c = -25.00805 which is negative, therefore there was an overall 25 

point negative STR due to the fixed cause and the relationship of STR with TEC is 

positive (3.842619) and with IMC is also positive (0.363238) over the period 1990 

to 2012. This result implies that in DSE if 100 points increase TEC then STR also 

may increase 384.2619 points and if 100 points increase IMC then STR also may 

increase 36.3238 points. Moreover, F-statistic = 90.02 and Prob. value = 0.000 

imply that the regression model significantly fits the data. Finally, the R-square 

value indicates that about 77.5131 percent variations of STR are explained by the 

�H�[�S�O�D�Q�D�W�R�U�\�� �Y�D�U�L�D�E�O�H�V�Š�,�0�&�� �D�Q�G���7�(�&�� �R�I�� �'�6�(���� �7�K�H���H�V�W�L�P�D�W�L�R�Q���U�H�V�X�O�W�V�� �R�I�� �W�K�L�V�� �&�'��

functional regression of the actual, fitted, and residual plot is shown in Figure 4.5 

and the actual, fitted, and residual value with residual plot is also shown in Figure 

4.6. From Figure 4.5 and Figure 4.6, in the financial year 1991, 2005, and 2006, 

the fitted values of STR are over the actual value and exceed outside the 

confidence interval at 5% level, and in 1998, 1999, 2000, and 2010 financial year 

the fitted values of STR are below the actual value and exceed outside the 

confidence interval at 5% level and in 1990, 1992, 1993, 1994, 1995, 1996, 1997, 

2001, 2002, 2003, 2004, 2005, 2006, 2007, 2009, 2011, 2012 financial year, the 

fitted values of STR lie in the confidence interval at 5% level.  

 

Figure 4.5:  Actual, fitted, and residual plot of STR from CD model 
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Figure 4.7:  Normal probability plot of residuals of CD functional regression 

model 

4.2.4 Outliers Checking 

The Standardized residual plot of the CD functional regression model has some 

positive and negative values that fall in the standard deviations confidence interval 

except the year 1991, 1998, 1999, 2000, 2005, and 2006 shown in Figure 4.8. The 

influence of outliers was observed in the years 1991, 1998, 1999, 2000, 2005, and 

2006 respectively. 

 

Figure 4.8:  Standardized residual plot of CD functional regression model 
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4.2.5 Wald Hypothesis Testing  

The Wald hypothesis of constant returns to scale is then tested as the restriction 

under H0���� �.������ � �� ���� �Z�K�L�F�K�� �L�V�� �U�H�S�R�U�W�H�G�� �L�Q�� �7�D�E�O�H�� ���������� �)�U�R�P�� �7�D�E�O�H�� ���������� �W�K�H�� �Q�X�O�O��

hypothesis is accepted at the 1% level of significance. Therefore, the elasticity of 

STR in DSE with respect to IMC and TEC is a constant return to scale. 

Table 4.4:   Wald hypothesis test summary of constant returns to scale 

Test Statistic Value df Probability  
Chi-square 16.785 1 0.000 

Null hypothesis summary: 
Normalized restriction (=0) Value Std. Err. 

-���������.���� 3.206 0.783 
Restrictions are linear in coefficients. 

4.3 Multiple Linear Regression Analysis 

To examine the indirect and long-run impact on the portfolios of DSE prices, the 

multiple log-linear regression model is applied considering the output level DGI as 

the dependent variable and the macroeconomic indicators like GDP, GNI, GS, GI, 

DIR, and GFI, respectively as the independent variables. The estimation results of 

the multiple log-linear models of DGI on the independent variables GDP, GNI, 

GS, GI, DIR, and GFI are conducted by the OLS method which is reported in 

�7�D�E�O�H�������������)�U�R�P���7�D�E�O�H�������������L�W���L�V���I�R�X�Q�G���W�K�D�W���W�K�H���W�R�W�D�O���I�D�F�W�R�U���R�I���'�*�,�����.��� ��-44.93569 

which is negative and significant at 5% level. The coefficients of Log(GDP), 

Log(GNI), and Log(GFI) are significant at 10% level and the coefficients of 

Log(GI) and Log(DIR) are significant at 5% level and Log(GS) is still 

insignificant at 10% level. GDP, GS, GI, and GFI have a positive impact, and GNI 

and DIR have a negative impact on DGI. Finally, the R-squared value indicates 

that about 99.9889 percent variation of DGI is explained by total variations among 

independent variables GDP, GNI, GS, GI, DIR, and GFI, respectively. Moreover, 

F-statistic = 1502.362 and Prob. value = 0.019746 imply that the regression model 

significantly fits the data at the 5% level. 
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4.3.1 Multicollinearity Diagnostics 

The multicollinearity of multiple log-linear regression of DGI on GDP, GNI, GS, 

GI, DIR, and GFI is checked by Variance Inflation Factor (VIF) and Tolerance 

Value (TV) reported in Table 4.6. When VIF is 10 or larger, or TV is less than 0.1, 

the impact of multicollinearity is severe; therefore the variable should be removed 

or re-estimated the models. GDP, GNI, and GS have a severe impact of 

multicollinearity. 

Table 4.6:   Multicollinearity diagnostics using VIF and TV 

Explanatory 
Variables 

Collinearity Statistics Influence of 
Multicollinearity  

VIF TV 

GDP 112.434 0.009 Severe  

GNI 20990.675 4.764E-5 Very Severe  

GS 92.863 0.011 Severe  

GI 1.193 0.839 No 

DIR 1.501 0.666 No 

GFI 5.100 0.196 Moderate 

Dependent variable: DGI   

Table 4.6 shows there is very severe multicollinearity for GNI, severe 

multicollinearity for GDP and GS, and moderate multicollinearity for GFI. So, the 

multiple linear regression model is re-estimated by dropping GNI due to very 

severe multicollinearity and standardized GDP, standardized GS and standardized 

GFI are used as the explanatory variables due to severe/moderate 

multicollinearity. Model summary of re-estimated multiple linear regression is 

presented in Table 4.7.  From Table 4.7, we conclude that the overall model fitting 

is significant at a 10% level (F = 14.639, P. value < 0.10) and higher value of R-

square (0.973) is found. There are also negative influence of DGI due to GS 

(standardized coefficient = -0.146) and DIR (standardized coefficient = -0.402), 

and positive influence of DGI due to GDP (standardized coefficient = 1.038) and 

GI (standardized coefficient = 0.263), respectively.  
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Table 4.7:  Summary of re-estimated multiple linear regression model of DGI 

Particular  Sum of Squares df Mean Square F Prob. R Square 

Regression 3516741715.645 5 703348343.129 14.639 0.065 0.973 

Residual 96091594.084 2 48045797.042    
Total 3612833309.729 7     

Model 
Unstandardized Coefficients 

Standardized 
Coefficients 

B Std. Error  Beta 
(Constant) 75379.522 27024.769  

GDP 23580.736 31177.318 1.038 
GS -3324.262 28982.483 -0.146 
GI 3429.805 1947.220 0.263 

DIR -6578.439 2525.662 -0.402 
GFI 3530.883 6080.245 0.155 

Dependent Variable: DGI; Predictors: (Constant), GFI, GI, DIR, GS, GDP 
Sample Range: 2005 to 2012 (Annual) 

4.3.2 Residuals Normality Checking 

The value of the Jarque-Bera test statistic for the residual of multiple log-linear 

regression of DGI on GDP, GNI, GS, GI, DIR, and GFI is 0.890 with significant 

probability (P. value = 0.640) and Anderson Darling test statistic is 0.301 with 

significant probability (P. value = 0.498). These tests suggest that the null 

hypothesis of residuals from multiple Log-linear regression of DGI on GDP, GNI, 

GS, GI, DIR, and GFI do not come from a normal distribution is rejected at the 

5% level of significance. The normal probability plot is reported in Figure 4.10. 

The normal probability plot of the estimated residuals is a little S-patterned curve 

rather than a straight line and so it suggests that the estimated residual may be 

normal. 
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4.4 VAR Modeling and Forecasting 

Selected indicators of DSE in Bangladesh and the microeconomic variables such 

as invested market capital, DSE General Index (DGI), current market value, stock 

volume, and stock trade from June 2004 to July 2013 are used as the basis on the 

daily scale. But to get the maximum explorative information and reduction of 

volatility, the data have been transformed to the monthly scale. Data from June 

2004 to June 2012 are used in training and from July 2012 to July 2013 are used in 

testing samples for modeling and analyzing purposes. The summary statistics of 

market capital in Taka (mn), DSE General Index, market value, stock volume, and 

trade of DSE are shown in Table 4.8. 
 

Table 4.8: Summary statistics of market capital, DGI, value, volume, and trade of 
DSE 

Variable Statistics Results 

Market Capital in Taka (mn) 

Mean 1,349,236 
5% trimmed mean 1,311,896 
Median 9,98,774.6 
Std. deviation 1.08E + 06 
Minimum 1,600 
Maximum 3,512,212 
Range 3,510,612 

 Mean 3,415.11 
 5% trimmed mean 3,298.25 
 Median 2,907.92 
DSE General Index Std. deviation 1,812.722 
 Minimum 1,270 
 Maximum 8,340 
 Range 7,070 

Value in Taka (mn) 

Mean 
5% trimmed mean 
Median 
Std. deviation 
Minimum 
Maximum 
Range 

4,395.16 
3,745.74 
2,800.02 
5,327.383 
120 
24,827 
24,708 

 
 
Volume 
 
 

Mean 
5% trimmed mean 
Median 
Std. deviation 
Minimum 

3,89,66,424 
3,41,33,017 
2,57,06,199 
4,12,35,891 
16,25,758 
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Figure 4.14: The Box and Whisker plot of value 

 
 
 

 
Figure 4.15: The Box and Whisker plot of volume 

 
 

 
Figure 4.16: The Box and Whisker plot of trade 
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in-between 439.1096 and 5,890.3924; non-outlier range is 119.7018 to 

13,156.9532; and it is either affected by outlier and extreme values. Median 

market volume is 69,859.325, 25%-75% frequency is in-between 14,577.16 and 

1.2116E5; non-outlier range is 6,426.52 to 2.5348E5; and it is either affected by 

outliers but not extreme values. Median market trade is 69,859.325, 25% to 75% 

frequency is in-between 14,577.16 and 1.2116E5; non-outlier range is 6,426.52 to 

2.5348E5; and it is either affected by outliers but not extreme values. 

4.4.1 Unit Root Test of Study Variables of DSE 

To check the stationary of the series, unit root tests are conducted. ADF (Dickey 

and Fuller, 1979), PP test (Phillips and Perron, 1998), KPSS (Kwiatkowski et al., 

1992), ERS (Elliott et al., 1996), and NP test (Ng. and Perron, 2001) are applied. 
 

Table 4.9: Unit root test of study variables of DSE 

Variables Deterministic 
terms 

ADF 
(P-value) 

PP 
(P-value) 

KPSS 
[Critical 
value]* 

ERS 
[Critical 
value]* 

NP 
[Critical 
value]* 

Market capital Constant and 
linear trend 

-1.59274 
(0.79) 

-1.74149 
(0.73) 

0.346798 
[0.146] 

19.41497 
[5.642] 

-4.71836 
[-17.30] 

�û��Market 
capital) Constant -7.747261 

(0.00)** 
-11.1975 
(0.00)** 

0.11879 
[0.463] 

0.444132 
[3.1154] 

-56.7145 
[-8.100] 

General index Constant and 
linear trend 

-1.22071 
(0.90) 

-1.4494 
(-3.451) 

0.30754 
[0.1460] 

20.4768 
[5.642] 

-4.34904 
[-17.30] 

�û��General index) Constant -7.78123 
(0.00)** 

-6.7700 
(0.00)** 

0.13408 
[0.4630] 

 0.27728 
[3.1154] 

-85.4106 
[-8.100] 

Value Constant and 
linear trend 

-1.75874 
(0.399) 

-2.6536 
(0.258) 

0.3679 
[0.146] 

11.81244 
[5.642] 

-7.60684 
[-17.30] 

�û��Value) Constant -10.74108 
(0.00)** 

-10.474 
(0.00)** 

0.034918 
[0.4630] 

0.199769 
[3.115] 

-121.667 
[-8.100] 

Volume Constant and 
linear trend 

-5.4066 
(0.0001)** 

-6.2602 
(0.00)** 

0.21027 
[0.146] 

1.79308 
[5.642] 

-46.0939 
[-17.30] 

Trade Constant and 
linear trend 

-2.235027 
(0.465) 

-3.4555 
(0.049)** 

0.40364 
[0.146] 

9.03074 
[5.642] 

-9.96441 
[-17.30] 

�û��Trade) Constant -11.67007 
(0.00)** 

-11.584 
(0.00)** 

0.0242 
[0.4630] 

0.19191 
[3.115] 

-127.985 
[-8.100] 

Notes. [ ]* indicates the critical value at 5% level of significance and ( )** indicates the P-value at 5% 

level of significance of the respective test statistics. �û���U�H�S�U�H�V�H�Q�W�V���I�L�U�V�W���R�U�G�H�U���G�L�I�I�H�U�H�Q�F�H��  
 

Table 4.9 represents the unit root test of market capital, general index, value, 

volume, and trade of DSE. ADF, PP, KPSS, ERS, and NP tests results indicate 

that all variables are non-stationary by not rejecting the null hypothesis of unit-
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root at 5% levels of significance and critical values, but they are all stationary after 

first order differencing except volume data of DSE which is normally stationary. 

Therefore, first order differenced series is used for all variables except volume 

series in this analysis.  

4.4.2 Empirical Results and Diagnostics 

This section aims at determining the true lag order of the VAR model. Lutkepohl 

(1991) stated that a lag length, higher than the true lag length, increases the mean 

square forecast errors of the model. On the other hand, a lower order lag length 

than the true lag length generally causes autocorrelated errors. That is why the 

accuracy of forecasting of VAR models is very vital to detect the true lag length. 

Selection of true lag length needs calculation of several statistical criteria. We 

identify a VAR(p) model for the analysis by using penalty selection criteria, such 

as AIC and BIC. This analysis reveals the minimum value of AIC and BIC has got 

at the lag length of order two than that of any other lag lengths of orders. After that 

a VAR(2) model is identified, then the model estimation process is conducted. 

Since all the variables are stationary after first order difference except volume data 

series. In this type of situation, the researchers proposed different opinions. Sophia 

(2016) and Michael (1994) suggested considering the first difference of the 

variables if they are not cointegrated. Ömer (2016) proposed that there is no need 

to calculate differenced versions of all the variables, only transform the variables 

which are not stationary in level like I(1). The Johansen cointegration test result 

among market capital, market volume, market value, trade, and DGI is presented 

in Table 4.10. From Table 4.10, we observe that the trace statistics are greater than 

5% critical value and statistically significant at 5% level. Therefore, we may reject 

the null hypothesis that none of the series and at most one of the series are 

cointegrated. Since none of the series are cointegrated, we estimate the VAR 

models using first order differenced series of all variables except volume data 

series only. The model estimation results from the VAR(2) model are given in 

Table 4.11. 
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Table 4.10: Johansen cointegration test results of the variables 

Sample (adjusted): 2004:09 2013:07   
Included observations: 107 after adjustments  
Trend assumption: Linear deterministic trend  
Series: CAPITAL, VOLUME, VALUE, TRADE, and  DGI   
Lags interval (in first differences): 1 to 2  

Unrestricted Cointegration Rank Test (Trace)  

Hypothesized 
No. of CE(s) 

Eigenvalue 
Trace 

Statistic 
0.05 

Critical Value  
Prob.**  

     None *  0.390746  105.6329  69.81889  0.0000 
At most one *  0.259680  52.61223  47.85613  0.0167 

      * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis p-values  
 

Table 4.11: Model estimation results from VAR(2) model 

Variables DCAPITAL  DGI  DTRADE DVALUE  VOLUME  
DCAPITAL(-1) -0.570857 5.76E-06 0.009318 0.000680 2.851956 

SE (0.11300) (0.00019) (0.02884) (0.00202) (21.5178) 
t-statistics [-5.05199]* [0.02973]* [0.32309]* [0.33700] [0.13254] 

DCAPITAL(-2) -0.227448 -2.12E-05 0.012570 0.001288 1.128641 
SE (0.11183) (0.00019) (0.02854) (0.00200) (21.2953) 

t-statistics [-2.03391] [-0.11064]* [0.44038]* [0.64548]* [0.05300] 
DGI(-1) 290.6657 0.370781 -17.28334 -1.020391 -7,478.008 

SE (68.9188) (0.11814) (17.5910) (1.23011) (13,124.2) 
t-statistics [4.21751] [3.13860] [-0.98251] [-0.82951] [-0.56979] 
DGI(-2) 32.37685 -0.136865 -10.16488 -0.536241 -15,827.73 

SE (65.7113) (0.11264) (16.7723) (1.17286) (12,513.4) 
t-statistics [0.49271] [-1.21509]* [-0.60605] [-0.45721] [-1.26487] 

DTRADE(-1) -4.342340 0.001977 -0.752422 -0.060810 -204.8256 
SE (2.48029) (0.00425) (0.63308) (0.04427) (472.319) 

t-statistics [-1.75074] [0.46500]* [-1.18852] [-1.37362]* [-0.43366] 
DTRADE(-2) -1.335990 -0.001847 -0.044877 0.012303 -247.7935 

SE (1.50141) (0.00257) (0.38322) (0.02680) (285.912) 
t-statistics [-0.88982] [-0.71773]* [-0.11710] [0.45911]* [-0.86668] 

DVALUE(-1) 64.86912 0.045059 7.036459 0.733140 619.5228 
SE (27.5907) (0.04729) (7.04231) (0.49246) (5,254.07) 

t-statistics [2.35113] [0.95275]* [0.99917] [1.48874] [0.11791] 
DVALUE(-2) 27.31420 0.059777 -4.865443 -0.558370 769.0154 

SE (23.0874) (0.03957) (5.89289) (0.41208) (4,396.52) 
t-statistics [1.18308] [1.51049]* [-0.82565] [-1.35501] [0.17491] 

VOLUME(-1) 0.001878 -2.76E-06 3.73E-05 3.25E-06 1.010229 
SE (0.00138) (2.4E-06) (0.00035) (2.5E-05) (0.26289) 

t-statistics [1.36047]* [-1.16631]* [0.10592]* [0.13184]* [3.84280] 
VOLUME(-2) -0.001963 2.25E-06 -0.000272 -1.88E-05 -0.168293 

SE (0.00144) (2.5E-06) (0.00037) (2.6E-05) (0.27344) 
t-statistics [-1.36716]* [0.91466]* [-0.74192]* [-0.73336]* [-0.61548]* 
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Variables DCAPITAL  DGI  DTRADE DVALUE  VOLUME  
Constant 33721.33 39.46907 10,961.83 683.5573 7,978,627 

SE (18,195.6) (31.1896) (4,644.29) (324.766) (3,464,975) 
t-statistics [1.85327] [1.26546] [2.36028] [2.10477] [2.30265] 

AIC 26.46909 13.73139 23.73801 18.41743 36.96765 
BIC 26.74387 14.00617 24.01278 18.69221 37.24243 

Notes. Sample (adjusted): 2004:09 2013:07, included observations: 107 after adjusting endpoints; 
standard errors in ( ) and t-statistics in [ ] and [ ]* indicates that the estimated coefficients are 
statistically significant at 5% level of significance. DCAPITAL, DGI, DTRADE, and DVALUE 
represent the first order differenced series from the respective original time series.  

 

After the estimation of a suitable VAR (2) model, the diagnostic checking is 

conducted. Several methods control the robustness of the model and graphical 

analysis tools and statistical tests of the residuals used for diagnostic checking. 

Table 4.12 reveals the results of normality (H0: residuals are multivariate normal) 

and Table 4.13 shows heteroscedasticity tests of the residuals. Table 4.14 and 

Figure 4.17 show the root of the characteristic polynomial of the estimated VAR 

model which confirms the stability condition. Figure 4.17 shows the correlations 

of the estimated residuals of the VAR (2) model. 
 

Table 4.12: Normality test of the estimated residuals of VAR (2) model 

Component Skewness Chi-square df Probability  
1 -2.022983 72.98220 1 0.0000 
2 0.229877 0.942372* 1 0.3317 
3 -0.214868 0.823334* 1 0.3642 
4 -0.244362 1.064879* 1 0.3021 
5 0.613907 6.721059* 1 0.0095 
Joint  82.53385 5 0.0000 
Component Kurtosis Chi-square df Probability  
1 14.72666 613.0858 1 0.0000 
2 4.272266 7.216529 1 0.0072 
3 5.947517 38.73337 1 0.0000 
4 5.232218 22.21498 1 0.0000 
5 3.460395 0.945004* 1 0.3310 
Joint  682.1957 5 0.0000 
Component Jarque-Bera df Probability   
1 686.0680 2 0.0000  
2 8.158901 2 0.0169  
3 39.55670 2 0.0000  
4 23.27986 2 0.0000  
5 7.666063 2 0.0216  
Joint 764.7295 10 0.0000  
Note. VAR residual normality tests [Cholesky (Lutkepohl)]. 
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Figure 4.18:  Correlations of the estimated residuals of VAR(2) model 
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Null Hypothesis Obs F-Statistic Probability  
VALUE does not Granger Cause TRADE 108  0.39541  0.67442 
TRADE does not Granger Cause VALUE  0.17806  0.83715 
VOLUME does not Granger Cause TRADE 108  2.51300  0.08598 
TRADE does not Granger Cause VOLUME  0.76554  0.46771 
VOLUME does not Granger Cause VALUE 108  1.91118  0.15311 
VALUE does not Granger Cause VOLUME  0.52185  0.59498 
Note. Lags: 2 and (*) marked that F-Statistics are statistically significant at the 5% level of significance. 
 
 

The test results indicate that there are bivariate causal relationships among the 

variables marked as (*) by rejecting the null hypothesis of no Granger causality. 

Data from June 2004 to June 2012  are used for training samples and from July 

2012 to July 2013 are used for testing samples and compared the results of the 

VAR(2) model with the univariate auto ARIMA models. The auto ARIMA models 

of capital, DGI, value, volume, and trade data series are estimated using 

auto.arima( ) function of �5���3�D�F�N�D�J�H���µ�I�R�U�H�F�D�V�W�¶�����9�H�U�V�L�R�Q���������������5�R�E���-�������+�\�Q�G�P�D�Q���H�W 

al., 2020). Although volume series is stationary at level, auto ARIMA selected 

ARIMA(1,1,1) models for capital, DGI, value, volume, and trade data series of 

DSE, respectively. Auto ARIMA estimation results of capital, DGI, value, volume 

and trade data series of DSE are presented in Table 4.16. 
 

Table 4.16: Auto ARIMA estimation results of capital, DGI, value, volume, and 

trade data series of DSE 

Method: Least Squares     Sample (adjusted): 2004M08  to  2013M07  
     
     ARIMA (1, 1, 1) model of capital 
     
     Variable Coefficient Std. Error t-Statistic Prob. 

C 22688.81 13822.48 1.641443 0.1037 
AR(1) 0.159395 1.037946 0.153568 0.8782 
MA(1) -0.247618 1.019548 -0.242871 0.8086 

     
     ARIMA (1, 1, 1) model of DGI 
     
     Variable Coefficient Std. Error t-Statistic Prob. 

C 29.77008 40.38824 0.737098 0.4627 
AR(1) 0.041349 0.157112 0.263182 0.7929 
MA(1) 0.597280** 0.126685 4.714672 0.0000 

     
ARIMA (1, 1, 1) model of market value  

     
     Variable Coefficient Std. Error t-Statistic Prob. 

C 52.39103 142.6687 0.367222 0.7142 
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Variable Coefficient Std. Error t-Statistic Prob. 
AR(1) 0.552505* 0.264047 2.092453 0.0388 
MA(1) -0.736540** 0.214556 -3.432856 0.0009 

     
ARIMA (1, 1, 1) model of volume 

     
     Variable Coefficient Std. Error t-Statistic Prob. 

C 1048366**. 129931.5 8.068603 0.0000 
AR(1) 0.466581** 0.086773 5.377020 0.0000 
MA(1) -0.999806** 0.001128 -886.3726 0.0000 

     
ARIMA (1, 1, 1) model of trade 

     
     Variable Coefficient Std. Error t-Statistic Prob. 

C 1046.692 1309.025 0.799597 0.4257 
AR(1) 0.406864* 0.168482 2.414887 0.0175 
MA(1) -0.771144** 0.117526 -6.561491 0.0000 

     
Note. ** and * indicate that the estimated coefficients are statistically significant at 1% and 5% levels 
of significance. 
 

After the estimation of auto ARIMA models, the forecasting performances are 

checked using the RMSE metrics. RMSE statistics for overall samples (June 2004 

to July 2013) of VAR(2) and auto ARIMA model of capital, DGI, value, and trade 

data series of DSE  are shown in Table 4.17. 

 

Table 4.17: RMSE statistics for overall samples of VAR(2) and auto ARIMA 
models 

Variable VAR(2) ARIMA (1,  1, 1) 
�û��Capital) 34.71275 38.80718 
�û���'�*�,) 1.437179 1.53407 

�û��Value) 17.53741 4.769211 
Volume 4.637578 523.2658 
�û��Trade) 479.0224 18.09644 

 

Note. Overall samples (Training & testing): June 2004 to July 2013 
 
 

Table 4.17 shows that RMSE statistics for VAR(2) models for market capital, DGI, 

and volume data series are minimal compared to ARIMA(1,1,1) models. 

Accordingly, the forecasting performance of the VAR(2) model is quite better than 

that of ARIMA(1,1,1). But, the error distribution of the estimated residuals is 

lacking normal distribution and ARCH effect problems are found there. 

Unfortunately, the DGI count was suspended after July 31, 2013. So, the 

forecasting of DGI and its associated variables are less valuable for the near future 
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analysis of DSE portfolios. So, in the next section, univariate ARIMA with 

GARCH (ARCH) family models are estimated with the newest indicators of DSE 

like DSEX, DSES, and DSE30 indices for forecasting purposes. 

4.5 Univariate Modeling and Forecasting 

In this study, an attempt is made to reveal the usefulness of univariate time series 

analysis as both an analytical and forecasting tool for DSEX, DSES, and DSE30 

indices time series. The data set covers the monthly DSEX, DSES, and DSE30 

indices from January 2014 to December 2018 (N.B: Holiday effect consists of 

every week). To check the stationary condition of DSEX, DSES, and DSE30 

indices, Kwiatkowski Phillips Schmidt Shin (KPSS) test is applied (Kwiatowski et 

al., 1992). If the KPSS (LM) statistic is greater than the critical value  for alpha 

levels of 5% then the null hypothesis is rejected; the series is non-stationary. The 

KPSS test of DSEX, DSES, and DSE30 indices is presented in Table 4.18. From 

Table 4.18, KPSS tests suggest that DSEX, DSES, and DSE30 indices are 

stationary at the 5% level. 

  

Table 4.18:  KPSS test of DSEX, DSES, and DSE30 indices 

Variables Deterministic 
Terms 

KPSS Test (LM) 
Statistics 

Asymptotic 
critical values 

at 5% 
Remarks 

DSEX Constant 0.628 0.463 Stationary 
DSES Constant 0.729 0.463 Stationary 
DSE30 Constant 0.612 0.463 Stationary 

 

To forecast DSEX, DSES, and DSE30 indices, ARIMA, ARIMA with the 

GARCH family, ANN, and SVM models are estimated. Using ACF and PACF, 

proper ARIMA models are chosen. To choose the best fitted ARIMA Model, the 

minimum value of AIC and BIC is considered. Total suitable auto ARIMA model 

�V�H�O�H�F�W�L�R�Q���L�V���F�R�Q�G�X�F�W�H�G���E�\���X�V�L�Q�J���5���3�D�F�N�D�J�H���µ�I�R�U�H�F�D�V�W�¶�����9�H�U�V�L�R�Q���������������5�R�E���-���� �H�W���D�O������

2020). The relevant R codes are included in the annexure. ARIMA with the 

GARCH family models are conducted using EViews 7, ANN and SVM models 

are conducted using STATISTICA 12.0. Finally, reliable models are proposed for 
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DSEX, DSES, and DSE30 indices forecasting that generate minimum RMSE 

compared to other models. 

4.5.1 Modeling and Forecasting of DSEX 

ARIMA, ARIMA with the GARCH family, ANN and SVM models of DSEX 

index are trained during the period January 2014 to December 2017, and ARIMA, 

ARIMA with  the GARCH family, ANN and SVM models are tested during the 

period January 2018 to December 2018.  

4.5.1.1 ARIMA Model of DSEX 

The best fitted ARIMA model is estimated by using auto.arima( ) function of R 

�3�D�F�N�D�J�H�� �µ�I�R�U�H�F�D�V�W�¶���� �9�H�U�V�L�R�Q�� ���������� ���5�R�E�� �-���� �H�W�� �D�O������ �������������� �$�O�W�K�R�X�J�K�� �'�6�(�;�� �L�V��

stationary at the 5% level of significance, auto.arima( ) function of R Package 

�µ�I�R�U�H�F�D�V�W�¶���V�H�O�H�F�W�V  ARIMA(1,1,0) model. So, the ARIMA(1,1,0) model of DSEX is 

estimated. The summary of the ARIMA(1,1,0) model of DSEX during the training 

period is presented in Table 4.19. The coefficient AR(1) is approximately 

significant at the 5% level and the Durbin-Watson stat is approximately close to 2. 

So, the estimated residuals from ARIMA(1,1,0) models are not autocorrelated. 

The RMSE of the test period is much greater than the RMSE of the training period. 

The actual, fitted, and residual plot of the ARIMA(1,1,0) model of DSEX during 

training is shown in Figure 4.20. From Figure 4.20, we observe that there are huge 

differences between actual and fitted data points. So, out-of-sample forecasts from 

the ARIMA(1,1,0) model will not be suitable. 

Table 4.19: Summary of ARIMA(1,1,0) model of DSEX during training period 

Variable Coefficient Std. Error  t-Statistic Probability  
 0.280959 0.139876 2.008626 0.050 

AIC 13.00851 
BIC 13.04827 

Durbin-Watson stat 1.870283 
RMSE  158.1555 

RMSE (Test) 720.4677 
Note. Dependent Variable: D(DSEX), Method: Least Squares, Sample (training): 2014:01 2017:12, 
Sample (testing): 2018:01 2018:12     
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Figure 4.20: Actual, fitted, and residual plot of ARIMA(1,1,0) model of DSEX 

 

4.5.1.2 ARIMA with GARCH Family Model of DSEX 

Various types of GARCH family models are estimated using the ML-ARCH 

(Marquardt) method. Minimum AIC and BIC values are used to select the best 

performing GARCH family models. The summary of the GARCH family models 

of DSEX is shown in Table 4.20. The lowest AIC and BIC value is found for the 

model EGARCH(1,1,2). Thus, the EGARCH(1,1,2) model is chosen from the 

GARCH family for the DSEX index. Since DSEX is stationary at level and 

ARIMA(1,1,0) does not fit well. As such, the finite mixture ARIMA(1,0,0) with 

EGARCH(1,1,2) model is chosen and the results are computed. Model summary 

for ARIMA(1,0,0) with EGARCH(1,1,2) for DSEX is presented in Table 4.21. 

Table 4.20: Summary of GARCH family models of DSEX 

Models 
Coefficients with constant 

(Probability)  
AIC  BIC 

ARCH(1) 

18241.17 0.355     
13.064 13.134 

(0.0085) (0.166)     

ARCH(2) 
18759.26* 0.351281 -0.01709    

13.097 13.203 
(0.0384) (0.1861) (0.9258)    
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