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−10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଶߴ

Figure 60: Sketch of the kink solution ݑଵ,ହଵ in (4.1.160) to the strain wave equation for 
dissipative case when  ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and ߙସ = 1 within 
−10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଶߴ−

Figure 61: Sketch of the single soliton solution ݑଵ,ହଶ in (4.1.161) to the strain wave 
equation for dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and 
ସߙ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଵߴ

Figure 62: Sketch of the solution ݑଵ,ହଶ in (4.1.161) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and ߙସ = 1 within 
−10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଵߴ−

Figure 63: Sketch of the singular kink type solution ݑଵ,ହଶ in (4.1.161) to the strain wave 
equation for dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and 
ସߙ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଶߴ

Figure 64: Sketch of the solution ݑଵ,ହଶ in (4.1.161) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and ߙସ = 1 within 
−10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଶߴ−
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Abstract 

 

Although the modified simple equation (MSE) method effectively provides exact solitary 

wave solutions to nonlinear evolution equations (NLEEs) in the field of applied 

mathematics, mathematical physics, plasma physics and engineering, it has some 

limitations. When the balance number is greater than one, usually the method does not 

give any solution. In this dissertation, we have exposed a process as to how to implement 

the MSE method to solve the NLEEs for balance number two. In order to verify the 

process, some NLEEs have been solved by means of this scheme, and we found some 

fresh traveling wave solutions. When the parameters receive special values, solitary wave 

solutions are derived from the exact traveling wave solutions and we have analyzed the 

solitary wave properties by the graphs of the solutions. These solitary wave solutions 

include soliton, kink shape soliton, singular kink shape soliton, bell shape soliton, 

singular bell shape soliton, anti-bell shape soliton, singular anti-bell shape soliton, etc. 

The attraction of the MSE method is that it is consistent, peaceful, authentic, and we 

found some fresh new traveling wave solutions other than the existing methods, such as, 

the basic )/( GG  -expansion method. We emphasize the implementation of the MSE 

method, how to examine the solutions to NLEEs for balance number two and also 

compare the solutions obtained by the MSE method and the well-known existing )/( GG 

-expansion method. This shows the validity, usefulness, and necessity of the MSE method 

and our graphical representations describe the obtained traveling wave solutions. 
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Chapter 1 

Introduction 

The mathematical modeling of physical phenomena that change over time depends 

closely on the system of differential equations, namely, ordinary and partial differential 

equations. Through the diverse fields, like the natural and physical sciences, economics, 

epidemiology, neural networks, bioscience, mechanics etc., the mathematical models are 

developed to study these phenomena. In spite of the fact that these models provided the 

nature of the fields, the adequacy of their contribution to the common characteristics that 

make it possible to examine the different groups of them within a unified theoretical 

structure or mathematical form of the differential equations, which are linear, nonlinear, 

homogeneous or non-homogeneous equations. Solution procedures to linear differential 

equations are relatively easy and well recognized. But for the nonlinear equations it is not 

so easy to solve them and in some cases it is not possible and in general, approximations 

are typically used. Many scientists observed the fascinating element in the nature of 

nonlinear and for the fundamental understanding of nature, the science of nonlinear is the 

most important border. This study is an area of functional analysis, usually called the 

theory of evolution equations. These equations are basically nonlinear evolution 

equations (NLEEs). Therefore, in the natural sciences, it is very significant to study the 

solutions of NLEEs to uncover the obscurity of many events and processes.  

The mathematical form of a NLEE is ݑ௧ =  i. e. a nonlinear partial differential ,(ݑ)݂

equation with respect to time derivative. The linear heat equations or wave equations 

recounting heat conduction or vibration of cord are two simple examples of evolution 

equations. However, there are many nonlinear evolution equations which usually arising 
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from physics, plasma physics, mechanics, engineering, biology, chemistry, electrical 

circuits, solid state physics, high-energy physics, condensed matter physics, meteorology,  

oceanic phenomena, quantum mechanics, optical fibers, elastic media, fluid mechanics, 

acoustics, protein chemistry, mathematical biology, water surface gravity waves, ion 

acoustic waves in plasma, material science etc., should be investigated. Actually almost 

all the evolution equations concerning physical phenomena are nonlinear. The properties 

of each nonlinear equation are distinct and every nonlinear equation has its own 

peculiarity. Therefore, complication of NLEEs has drawn a lot of attention of many 

mathematicians and scientist who are involved with nonlinear science. For better 

understanding of the inner structure of the phenomena, as well as their further 

applications in practical life, exact solutions might play a fundamental role. The exact 

solutions can explain the problems precisely and the physical significance of the system 

duly. In addition to the physical significance, the close-form solutions to NLEEs assist the 

numerical solvers to evaluate the precision of their results and help them in the stability 

analysis. Exact solutions contain some arbitrary constants, when the constants receive 

some particular values solitary wave solutions are originated from the exact traveling 

wave solutions. A solitary wave is a localized gravity wave that occurs from the balance 

between dispersive effects and nonlinearity. When a solitary wave remains in its shape 

and velocity during its collision with another wave of the same kind, though possibly for 

a phase shift, is call a soliton. i. e. it can be treated like a particle that upholds its profile 

when it travels at constant speed. Equations with soliton solutions have a profound 

mathematical structure. Solitary waves arise equally in continuous and discrete systems 

and in both one and multiple spatial dimensions. Key issues in studying solitary waves 

also include linear versus nonlinear, persistent versus transient, integrable versus non-
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integrable, asymptotics, localization in physical space versus Fourier space, and the 

effects of noise. 

Therefore, it is significant to seek as many solitary wave solutions as possible to the 

NLEEs. In the recent years, significant efforts have been made by various groups of 

scientists to find solitary wave solutions to the NLEEs. All nonlinear equations cannot be 

solved by a particular method. Therefore, they established several methods to obtain exact 

solitary wave solutions, such as, the inverse scattering method, the Backlund 

transformation method, the Adomian decomposition method, the variational iteration 

method, the He’s homotopy perturbation method, the Jacobi elliptic function method, the 

homogeneous balance method, the tanh-function method, the sine-cosine method, the F-

expansion method, the Exp-function method, the ansatz method, the (ܩᇱ ⁄ܩ )-expansion 

method, the modified simple equation (MSE) method, the exp൫−߮(ߟ)൯-expansion 

method, etc. 

The MSE method is an effective method in searching exact solitary wave solutions to 

NLEEs, but the method has some shortcomings. When the balance number is greater than 

one, typically there arise difficulties in solving the NLEEs by means of the MSE method. 

One cannot use the MSE method in straight away. In this dissertation, we have by using 

the MSE method established a procedure to examine the exact solitary wave solutions to 

NLEEs whose balance number is two. Inserting the assumed solution to the 

corresponding ordinary differential equation and then equating the coefficients of 

൫߰(ߦ)൯
ି௝

, ݆ = 0, 1, 2, 3,⋯ yield an over-determined set of algebraic and differential 

equations. During determination of the unknown function, there is born a third order 

linear ordinary differential equation in ߰(ߦ) and ߦ. If in the solution of ߰(ߦ), ߦ appears as 

a polynomial, it will not be eligible to be received as solitary wave solution, because for 
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solitary wave solution, |ݑ| → 0 as ߦ → ∞. Therefore, the coefficients of the polynomial 

must be zero. This constraint is essential to solve NLEEs for higher balance number. This 

procedure plays a very important role and can be applied to many NLEEs. The solutions 

obtained by this technique might play very important role in the field of applied 

mathematics, mathematical physics, plasma physics and engineering. We have analyzed 

and illustrated the solitary wave properties of the solutions by graph. 
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Chapter 2 
 

The Literature Review and Proposal 

Preview Material 
 2.1: The Literature Review 

 2.2: Wave and Soliton 

 2.3: Motivation 

 2.4: Objectives 

 2.5: The Proposal 

2.1: The Literature Review 

In general physical systems are explained by nonlinear partial differential equations. The 

mathematical modeling of intricate phenomena in applied mathematics, physics, 

mathematical physics, bioscience, medical science, plasma physics, microstructured solid 

materials in engineering fields that change over time are closely related to the study of 

variety of systems of ordinary and partial differential equations. Similar models have also 

evolved in various fields of study, ranging from the natural and physical sciences, 

population ecology to economics, infectious disease epidemiology, neural networks, 

biology, mechanics etc. Therefore, mathematical theories are very much important to find 

solutions to nonlinear partial differential equations because physical systems are generally 

explained by nonlinear equations. In spite of the eclectic nature of the fields wherein 

these models are formulated, different groups of scientists contribute adequate common 

attributes that make it possible to examine them within a unified theoretical structure. 

Such study is an area of functional analysis usually called the theory of evolution 
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equations. Therefore, the investigation of solutions to NLEEs plays a very important role 

to uncover the obscurity of many phenomena and processes throughout the natural 

sciences. But, one of the essential problems is to obtain their exact solutions. Because, 

nonlinear processes are one of the major confrontations and difficult to manage since the 

nonlinear characteristic of the system abruptly changes owing to slight changes of valid 

parameters along with time. Thus, the issue becomes further complex and hence needs 

ultimate solution. In this case, advance nonlinear techniques are important to solve the 

problems which are inherently nonlinear, especially those involving differential 

equations, dynamical systems and associated areas (Alam, 2014). 

Therefore, in order to find out exact solutions to NLEEs, different groups of 

mathematicians, physicist, and engineers have been working tirelessly. With the 

development of symbolic computation software, like, Mathematica, Maple or Matlab, 

direct method for searching solutions to NLEEs have become an attractive area of 

research. This software assists us by computing the complicated and cumbersome 

algebraic and linear differential equations speedily and successfully. As a result, they 

have been able to contribute significantly. Accordingly, in the recent years, they have 

established several methods to search exact solutions to NLEEs, for instance, the Exp-

function method (He and Wu, 2006; He et al., 2012; Akbar and Ali, 2012; Manafian and 

Zamanpour, 2013; Mohyud-Din et al., 2009a; Misirli and Gurefe, 2011; Naher et al., 

2011a; Naher et al., 2012; Yildirim and Pinar, 2010; Zhang, 2010), the Darboux 

transformation method (Leble and Ustinov, 1993; Matveev and Salle, 1991; Rogers and 

Schief, 2002), the inverse scattering method (Ablowitz and Clarkson, 1991; Baldock et 

al., 1981; Ghosh and Nandy, 1999), the Hirota’s bilinear method (Hirota, 1973; Hirota, 

2004; Hirota and Satsuma, 1981), the Backlund transformation method (Jianming et al., 

2011; Miura, 1978; Rogers and Shadwick, 1982), the symmetry method (Bluman and 
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Kumei, 1989; Olver, 1986), the homogeneous balance method (Wang, 1995; Zayed et al., 

2004a), the tanh method (Abdou, 2007; El-Wakil and Abdou, 2007; Fan, 2000; Malfliet 

and Hereman, 1996; Nassar et al. 2011; Salas and Gomez, 2008; Sekulic et al., 2011; 

Yusufoglu and Bekir, 2008; Zayed et al., 2004b), the Painleve expansion method (Weiss 

et al., 1982), the Jacobi elliptic function method (Chen and Wang, 2005; Porubov, 1996; 

Xu, 2006), the unified algebraic method (Fan, 2002), the hyperbolic function method (Inc 

and Evans, 2004; Zayed et al., 2004b), the Adomian decomposition method (Helal and 

Mehana, 2006; Kaya, 2001; Kaya, 2004; McOwen, 2004), the generalized Riccati 

equation method (Yan and Zhang, 2001), the ansatz method (Hu , 2001; Hu and Zhang, 

2001), the sine-cosine method (Wazwaz, 2004; Yusufoglu and Bekir, 2006; Yan and 

Zhang, 1999), the Miura transformation method (Bock and Kruskal, 1979), the first 

integral method (Taghizadeh and Mirzazadeh, 2011), the He’s homotopy perturbation 

method (Ganji, 2006; Ganji and Rafei, 2006; Ganji et al., 2007), the Cole-Hopf 

transformation method (Salas and Gomez, 2010), the Lie group symmetry method (Guo 

and Lin, 2010), the auxiliary equation method (Sirendaoreji, 2007), the F-expansion 

method (Wang and Li, 2005; Wang and Zhou, 2003),  the modified extended direct 

algebraic method (Soliman and Abdo, 2009), the parameter-expansion method (He and 

Shou, 2007), the variational iteration method (Mohyud-Din, 2008; Mohyud-Din et al., 

2009b-c; Noor and Mohyud-Din, 2008; Noor et al., 2008), the exp൫−߮(ߟ)൯-expansion 

method (Khan and Akbar, 2013a; Hafez et al., 2015; Rahman et al., 2014a-b; Roshid et 

al., 2014; Uddin et al., 2014), the Sumudu transform method (Belgacem, 2006; Belgacem, 

2007; Belgacem, 2009; Belgacem, 2010; Belgacem and Karaballi, 2006; Belgacem et al., 

2003; Chaurasia et al., 2012; Watugala, 1993), the multiple Exp-function algorithm (Ma 

and Zhu, 2012), the homotopy analysis method (Domairry et al., 2009; Joneidi et al., 

2010), the generalized tanh-coth method (Gomez and Salas, 2008; Jawad, 2012), the 
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spectral-homotopy analysis method (Makukula et al., 2010; Motsa et al., 2010a-b; 

Sibanda et al., 2010) and so on. 

Li et al. (Li et al., 2004) implemented the generalized Riccati equation expansion method, 

in which (ߦ)ܩ satisfied an auxiliary equation: ܩᇱ(ߦ) = (ߦ)ଶܩଵܥ + (ߦ)ܩଶܥ +  ଷ whereܥ

 ଷ are arbitrary constants, which is generalized Riccati equation. They appliedܥ ଶ andܥ ,ଵܥ

this method and obtained some solutions to the (3+1)-dimensional Jimbo-Miwa equation. 

Zhu (Zhu, 2008) revealed the generalized Riccati equation mapping with the extended 

tanh-function method and solved the (2+1)-dimensional Boiti-Leon-Pempinelle equation. 

Salas (Salas, 2008) expressed the projective Riccati equation method and solved the 

Caudrey-Dodd-Gibbon equation. Bekir and Cevikel (Bekir and Cevikel, 2011) attached 

the tanh-coth method combined with the Riccati equation. They found the traveling 

solutions to the (2 + 1)-dimensional breaking soliton equations by this method. Guo et al. 

(Guo et al., 2011) used the extended Riccati equation mapping method. They applied this 

method to obtain the traveling wave solutions for the diffusion reaction equation and the 

mKdV equation with variable coefficient. Zayed et al. (Zayed et al., 2014) applied the 

improved Riccati equation mapping method to constructed many exact solutions of a 

NLEE in nanobiosciences and biophysics which describe a model of microtubules as 

nonlinear RLC tranansmission line. 

Wang et al. (Wang et al., 2008a) found a method, called the (ܩᇱ ⁄ܩ )-expansion method 

which is straightforward and the algorithm for searching the unknown parameters is 

simple. In this method, it is assume that the solution of the NLEEs can be presented by a 

polynomial of (ܩᇱ ⁄ܩ ), i.e. ∑ ܽ௜௡
௜ୀ଴ ܩ) ′ ⁄ܩ )௜, wherein ܩ =  satisfies a second-order (ߦ)ܩ

linear ordinary differential equation (ODE) ܩᇱᇱ + ᇱܩ ߣ + ܩ ߤ = 0, in which ߣ and ߤ are 

arbitrary constants. They applied this method and find some fresh solutions to the 
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Korteweg-de Vries equation, the mKdV equation, the variant Boussinesq equation and 

the Hirota-Satsuma equation. Wang et al. also (Wang et al., 2008b) used this method to 

obtain the traveling wave solutions involving parameters to the Broer-Kaup equation and 

the approximate long water wave equation. Later, several researchers have applied this 

method and solved different types of NLEEs. For example: Bekir (Bekir, 2008) applied 

the method and constructed traveling wave solutions to the Boussinesq equation, the 

modified Zakharov-Kuznetsov equation and the Konopeichenko-Dubrovsky equation. 

Zayed (Zayed,  2009a) found the solitary wave solutions involving parameters for some 

NLEEs in mathematical physics via the (2+1)-dimensional Painleve integrable Burgers 

equation, the (2+1)-dimensional Nizhnik-Novikov-Vesselov equation, the (2+1)-

dimensional Boiti-Leon-Pempinelli equation and the (2+1)-dimensional dispersive long 

wave equations. Zayed and Gepreel (Zayed and Gepreel, 2009) also solved the combined 

Korteweg-de Vries equation, the modified Korteweg-de Vries equation, the reaction-

diffusion equation, the compound KdV-Burgers equation, and the generalized shallow 

water wave equation and they have found some traveling wave solutions of these 

equations. Zhang (Zhang, 2009) explored new application of this method to some special 

NLEEs, namely the Eckhaus equation, the modified Burgers equation and a kind of 

nonlinear reaction-diffusion equation, the balance numbers of which are not positive 

integers and obtained exact traveling wave solutions. Abazari (Abazari, 2010) 

investigated general exact solutions of three NLEEs namely, the Tzitzeica equation, the 

Dodd-Bullough-Mikhailov equation and the Tzitzeica-Dodd-Bullough equation. 

Taghizade and Neirameh (Taghizade and Neirameh, 2010) investigated the traveling 

wave solutions of the TRLW equation and the Gardner equation. Zayed (Zayed, 2010) 

found the solitary solutions of NLEEs in the mathematical physics via the (3+1)- 

dimensional potential- YTSF equation, the (3+1)-dimensional generalized shallow water 
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equation, the (3+1)- dimensional Kadomtsev-Petviashvili equation, the (3+1)-dimensional 

modified KdV Zakharov-Kuznetsev equation and the (3+1)-dimensional Jimbo-Miwa 

equation. Feng et al. (Feng et al., 2011) examined traveling wave solutions to the 

Kolmogorov-Petrovskii-Piskunov equation. Kheiri et al. (Kheiri et al., 2011) found some 

traveling wave solutions to the Burgers, Burgers-Huxley and modified Burgers-KdV 

equations. Naher et al. (Naher et al., 2011b) obtained some solitary solutions to the 

Caudrey-Dodd-Gibbon equation. Roozi and Mahmeiani (Roozi and Mahmeiani, 2011) 

searched some solitary wave solutions to the (2+1)-dimensional Kadomtsev-Petviashvili 

equation. Akbar et al. (Akbar et al., 2012a) obtained exact traveling wave solutions to the 

generalized Bretherton equation. Recently, Taha et al. (Taha et al., 2013) applied this 

method to NLEEs in plasma physics and found some fresh solitary wave solutions to the 

Schamel modified equation for ion-acoustic waves, one dimensional form of the 

Schamel-KdV equation and modified Kadomtsev-Petviashvili equation. Khan and Akbar 

(Khan and Akbar, 2015c) applied this method to obtain some solitary wave solutions to 

the fifth-order KdV equation in mathematical physics and the strain wave equation in 

microstructured solids in the engineering field.  

Later on many researchers developed, modified and improved the (ܩᇱ ⁄ܩ )-expansion 

method and also established this method in subsequent: 

Zayed (Zayed, 2009b) offered a new approach of the (ܩᇱ ⁄ܩ )-expansion method in which 

ଶ{(ߦ)ᇱܩ} :satisfies the auxiliary equation (ߦ)ܩ = (ߦ)ସܩଵܥ + (ߦ)ଶܩଶܥ +  ଷ, called Jacobiܥ

elliptical equation, when ܥଵ, ܥଶ and ܥଷ are arbitrary constants. He applied this method to 

obtain exact solutions of the NLEEs in mathematical physics via the (3+1)-dimensional 

potential-YTSF equation, the (3+1)-dimensional modified KdV-Zakharov-Kuznetsev 

equation, the (3+1)-dimensional Kadomtsev-Petviashvili equation and the (1+1)-

dimensional KdV equation. 
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Guo and Zhou (Guo and Zhou, 2010) provided the extended (ܩᇱ ⁄ܩ )-expansion method. 

They used this method and made some fresh solutions to the Whitham-Broer-Like 

equations and the coupled Hirota-Satsuma KdV equations. In this method, the solution of 

the NLEEs were presented in the form ܽ଴ + ∑ ቊܽ௜ ቀ
ீᇲ

ீ
ቁ
௜

+ ܾ௜ ቀ
ீᇲ

ீ
ቁ
௜ିଵ

ටߪ ቄ1 + ଵ
ఓ
ቀீ

ᇲ

ீ
ቁቅቋ௡

௜ୀଵ , 

where ܽ଴, ܽ௜ and ௜ܾ (݅ = 1, 2, 3,⋯ ,݊) are constants to be determined later, ߪ = ±1 and 

ᇱᇱܩ satisfies the linear ODE (ߦ)ܩ + ܩ ߤ = 0, when ߤ is a arbitrary constant. Then many 

researchers applied this extended method and found the traveling wave solutions to some 

NLEEs, such as: Zayed and Al-Joudi (Zayed and Al-Joudi, 2010) solved the (1+1)-

dimensional modified Benjamin-Bona-Mahony (BBM) equation, the (2+1)-dimensional 

typical breaking soliton equation, the (1+1)-dimensional classical Boussinesq equations 

and the (2+1)-dimensional Broer-Kaup-Kuperschmidt equations in mathematical physics. 

Zayed and El-Malky (Zayed and El-Malky, 2011) constructed the traveling solutions to 

some (3+1)-dimensional NLEEs in mathematical physics, namely the nonlinear (3+1)-

dimensional potential-YTSF equation and the (3+1)-dimensional generalized shallow 

water equation. Zhang et al. (Zhang et al., 2010) recruited the improved (ܩᇱ ⁄ܩ )-

expansion method, in which the solutions of NLEEs were presented in the form 

∑ ܽ௜ ቀ
ீᇲ

ீ
ቁ
௜

௡
௜ୀି௡  and they obtained the traveling wave solutions to the Zakharov-

Kuznetsov-BBM equation and the (2+1)-dimensional dispersive long wave equations. 

Then some researchers used this method and illustrated the traveling wave solutions to 

NLEEs, such as: Zayed and Gepreel (Zayed and Gepreel, 2010) found the traveling wave 

solutions to the Konopelchenko-Dubrovsky equation, the Karsten-Krasil Shchik equation, 

the Whitham-Broer-Kaup equation and the fifth-order KdV equations. Naher and 

Abdullah (Naher and Abdullah, 2012a) obtained some traveling wave solutions of the 

combined KdV-mKdV equation. Naher and Abdullah (Naher and Abdullah, 2012b) also 
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organized the new traveling wave solutions to the (2+1)-dimensional modified Zakharov-

Kuznetsov equation.  

Afterwards, Xiao et al. (Xiao et al., 2010) introduced the (ܩᇱ ⁄ܩ , 1 ⁄ܩ )-expansion 

method and they generated the traveling wave solutions to the Zakharov equations. Later, 

some researchers: Zayed and Abdelaziz (Zayed and Abdelaziz, 2012) used this method 

and found some solutions to the nonlinear KdV-mKdV equation. Zayed et al. (Zayed et 

al., 2012) applied this method and found the traveling wave solutions to the nonlinear 

(3+1)-dimensional Kadomtsev-Petviashvili equation. 

Zayed (Zayed, 2011a) also offered the (ܩᇱ ⁄ܩ )-expansion method combined with the 

Riccati equation in which (ߦ)ܩ satisfies the Riccati equation: ܩᇱ(ߦ) = (ߦ)ଶܩଵܥ +  ,ଶܥ

where ܥଵ and ܥଶ are arbitrary constants.  

Akbar et al. (Akbar et al., 2012b) proposed a generalized and improved (ܩᇱ ⁄ܩ )-

expansion method in which the solutions presented in the form ∑ ௘ష೙
{ௗା(ீᇲ ீ⁄ )}೔

௡
௜ୀି௡ , where 

any one of ݁ି௡  or ݁௡ may be zero, but both ݁ି௡  or ݁௡ cannot be zero at the same time, 

when the solution’s term (ߦ)ܩ satisfies an auxiliary equation to the second order linear 

ODE ܩᇱᇱ + ᇱܩ ߣ + ܩ ߤ = 0, in which ߣ and ߤ are arbitrary constants. They applied this 

method and constructed some traveling wave solutions to the KdV equation, the ZKBBM 

equation and the strain wave equation in microstructured solids. Akbar et al. (Akbar et al., 

2013) also organized the exact traveling wave solutions to the (2+1)-dimensional 

Boussinesq and Kadomtsev-Petviashvili equation. Naher et al. (Naher et al., 2013) used 

this method and evaluated some solutions to the (3+1)-dimensional modified KdV-

Zakharov-Kuznetsev equation.  

In the past years, Naher and Abdullah (Naher and Abdullah, 2013) implemented a new 

approach of (ܩᇱ ⁄ܩ )-expansion method and solved the KdV equation. They used the 
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solution of the form: ∑ ௝ேܪ௝ߙ
௝ୀ଴ + ∑ ௝ேିܪ௝ߚ

௝ୀଵ  where either ߙே or ߚே may be zero, but 

both ߙே and ߚே cannot be zero at a time and ߙ௝ ௝ߚ ,  are arbitrary constants to be 

determined later and (ߦ)ܪ = ீᇲ

ீ
, in which the term (ߦ)ܩ satisfies the auxiliary equation of 

the second order nonlinear ODE: ܩܩܣᇱᇱ − ᇱܩܩܤ − ଶ(ᇱܩ)ܥ − ଶܩܧ = 0. Afterwards, 

several researchers, like Alam and Akbar (Alam and Akbar, 2013a-c; Alam and 

Akbar,2014a-c), Hasan et al. (Hasan et al., 2013) and Alam et al. (Alam et al., 2013a-b; 

Alam et al., 2014a-c) investigated traveling wave solutions to some NLEEs, such as, the 

KP-BBM equation, the simplified MCH equation, the (1+1)-dimensional combined KdV-

mKdV equations, the Banjamin-Ono equation, the Zakharov-Kuznetsov-Benjamin-Bona-

Mahony (ZK-BBM) equation, the (3+1)-dimensional potential-YTSF equation, the (2+1)-

dimensional modified Zakharov-Kuznetsov equation, the mKdV equation, the Gardner 

equation, the fifth-order KdV equation, the (2+1)-dimensional breaking soliton equation, 

the (3+1)-dimensional Zakharov-Kuznetsov equation, the Burgers equation, the (3+1)-

dimensional mKdV-ZK equation, the (1+1)-dimensional compound KdVB equation, the 

strain wave equation in microstructured solids and the Boussinesq equation. 

Also Naher and Abdullah (Naher and Abdullah, 2014) implemented the further extension 

of the generalized and improved )/( GG -expansion method and used the solutions of the 

form: ∑ ݀)௝ߙ + ௝ே(ܪ
௝ୀିே + ∑ ݀)௝ߚ + ௝ேି(ܪ

௝ୀଵ  where any one of ିߙே or ߙே or ߚே may be 

zero, but these ିߙே and ߙே and ߚே  cannot be zero at the same time and ߙ௝ ௝ߚ ,  and ݀ are 

arbitrary constants to be determined later and (ߦ)ܪ = ீᇲ

ீ
, in which the term (ߦ)ܩ satisfies 

the same auxiliary equation (Naher and Abdullah, 2013). They used this method and 

obtained some exact solutions to the ZKBBM equation.  
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Later, Alam et al. (Alam et al., 2014d) offered the novel (ܩᇱ ⁄ܩ )-expansion method. They 

applied this method and obtained many new exact solutions to the Boussinesq equation. 

Afterwards, many researchers investigated many NLEEs to construct traveling wave 

solutions, such as, Shakeel el al. (Shakeel el al., 2014), Shakeel and Mohyud-Din 

(Shakeel and Mohyud-Din, 2014),  Hafez et al. (Hafez et al., 2014), Alam et al. (Alam et 

al., 2014e),  Alam and Akbar (Alam and Akbar, 2014d-e) applied this method and 

constructed exact solutions to the time fractional simplified modified Camassa-Holm 

equation, the ZK-BBM equation, the Klein-Gordon equation, the (1+1)-dimensional KdV 

equation, the Banjamin-Ono equation, the Burgers equation and the nonlinear (1+1)-

dimensional modified BBM equation.  

In the recent past years, Jawad et al. (Jawad et al., 2010) proposed a method named the 

MSE method. In this method, the solution represented in the form 

(ߦ)ݑ = ∑ ௝ܽ ቄ
టᇲ(క)
ట(క)

ቅ
௝

ே
௝ୀ଴ , where ௝ܽ  (݆ = 0, 1, 2,⋯ ,ܰ) are arbitrary constants and the 

function ߰(ߦ) is an unknown function to be determined. They applied this method and 

solved the NLEEs, namely, the Fitzhugh-Nagumo equation and the Sharma-Tasso-Olver 

equation. By applying this method many researchers solved some NLEEs, for example: 

Zayed (Zayed, 2011b) applied this method and analyzed the exact solutions of the 

Sharma-Tasso-Olver equation. Salam (Salam, 2012) evaluated the traveling wave 

solution to the modified Liouville equation by means of this method. Zayed and Ibrahim 

(Zayed and Ibrahim, 2012) established the MSE method and found the traveling solutions 

to the (1+1)-dimensional modified KdV equation and the (1+1)-dimensional reaction-

diffusion equation. Also Zayed and Ibrahim (Zayed and Ibrahim, 2013) searched the 

traveling wave solutions to the (1+1) dimensional generalized shallow water-wave 

equation and the (2+1)-dimensional KdV-Burgers equation. Zayed and Arnous (Zayed 
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and Arnous, 2013a-b) apply the MSE method and found some new exact solutions with 

parameters to the (2+1)-dimensional Konopelchneko-Dubrovsky equations, the (2+1) 

dimensional Nizhnik-Novikov-Vesselov equations, the (1+1)-dimensional nonlinear 

Burgers-Huxley equation, the (2+1)-dimensional cubic nonlinear Klein-Gordon equation 

and the (2+1)-dimensional nonlinear Kadomtsev-Petviashvili-Benjamin-Bona-Mahony 

(KP-BBM) equation. Khan et al. (Khan et al., 2013) investigated the traveling wave 

solutions to the nonlinear Drinfel’d-Sokolov-Wilson equation and modified Benjamin-

Bona-Mahony equations. Khan and Akbar (Khan and Akbar, 2013b and 2014) used this 

method and constructed the traveling wave solutions to NLEES, i.e. the coupled Konno-

Oono equations, the variant Boussinesq equations, the (2 +1)-dimensional Zoomeron 

equation and the Burgers equations. Inspire of the MSE methods of numerical results are 

very effective. Very recently, Khan and Akbar (Khan and Akbar, 2015a) established a 

technique for the MSE method and found some fresh solutions to the fifth-order KdV 

equation in mathematical physics. Khan and Akbar (Khan and Akbar, 2015b) also applied 

this method and obtained some exact solutions to the strain wave equation in 

microstructured solids in the field of engineering. We have discussed about this technique 

of the MSE method in Section 3.1. 

2.2: Wave and Soliton 

Wave refers to the physical movement of medium up and down or back and forth. Along 

wave, energy transfers from one place to another place. When wave travels in a medium 

then energy is transferred from one place of the medium to another without causing any 

permanent displacement of the medium. A wave is called a traveling wave in which the 

medium moves in the direction of prorogation of the wave (Wazwaz, 2009). When a 

wave travels it lose energy gradually, called the dissipative wave. A dissipative wave 
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loses amplitude due to loss of energy over time, as its velocity varies with the wave 

number. Typically, dispersion of water waves plainly referred to the waves include 

different wavelengths at different phase speeds, which means that, the happening of the 

wave speed varies with a wave number. Mathematically the third order spatial derivatives 

express the dispersion which loses the energy and the nonlinear term steeped the wave. 

Therefore, the delicate balance between the dispersion and nonlinearity conserve the 

velocity and shape of the traveling wave. This causes the solitary wave. If the solution 

depends only on the difference between the two coordinates of the partial differential 

equations, then the solution holds the shape of exact solutions called solitary waves. 

Within localized gravity remain solitary waves maintaining their coherence and finite 

amplitude and propagate with constant speed and shape. Solitons are found in many 

physical phenomena (Khan, 2014). 

It is John Scott Russell who in August 1834 first observed a large projection of water 

slowly travel without change in shape on the Edinburgh-Glasgow canal (Scotland). He 

marked that the hump of water was traveling still retaining its shape for a long interval of 

time along the channel of water. He called it a great wave of translation which refers to 

the solitary wave or soliton (Wazwaz, 2009). 

In Russell’s own words: “I was observing the motion of a boat which was rapidly drawn 

along a narrow channel by a pair of horses, when the boat suddenly stoppednot so the 

mass of water in the channel which it had put in motion; it accumulated round the prow of 

the vessel in a state of violent agitation, then suddenly leaving it behind, rolled forward 

with great velocity, assuming the form of a large solitary elevation, a rounded, smooth 

and well-defined heap of water, which continued its course along the channel apparently 

without change of form or diminution of speed. I followed it on horseback, and overtook 
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it still rolling on at a rate of some eight or nine miles an hour, preserving its original 

figure some thirty feet long and a foot to a foot and a half in height. Its height gradually 

diminished, and after a chase of one or two miles I lost it in the windings of the channel. 

Such in the month of August 1834, was my first chance interview with that singular and 

beautiful phenomenon which I have called Wave of translation.”  

Now solitary waves or solitons refer to this single humped wave of bulge of water. The 

solitons are localized, highly stable waves that retain its identity (shape and speed), upon 

interaction–was discovered experimentally by Russell. Empirically he obtained the 

relation,   ahgc 2  where, the speed of solitary wave is c, h is the finite depth of 

water, g is the acceleration of gravity and a is the maximum amplitude upon the water 

surface (Wazwaz, 2009).  Further research concerning the discovery of solitary waves 

attracted a lot of scientists. Dutch scientists, Diederik Johannes Korteweg and his student 

Gustav de Vries conduct enormous research to study the concept NLEE. The equation 

now carries the names of Korteweg and de Vries (KdV) and has already appeared in a 

work on water waves (Zabusky and Kruskal, 1965; Wazwaz, 2009). It is especially 

significant as the prototype example of an exactly solvable model and it also describes the 

propagation of plasma waves in a dispersive medium. This equation shows that dispersion 

and nonlinearity in its simplest form is 

௧ݑ + ௫ݑ ݑ ߙ + ௫ ௫ ௫ݑ = 0, 

where the terms tu  means the time evaluation of wave propagation, xuu  means the 

nonlinearity explanations for steepen of wave and xxxu  means the linear dispersion. It 

describes the spreading of wave (Khan, 2014). 

Many researchers, scientists, mathematicians, physicists with authenticated brainwork, 

have already performed in a work on water waves. In 1872, Boussinesq worked on water 
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waves with generic model for the study of weakly nonlinear long waves, incorporating 

leading order nonlinearity and dispersion terms as the KdV equation. 

The narrow-minded small effects due to nonlinearity system tend to localize the wave as a 

layer of an optical fiber or shallow water. Due to dispersion the spreading of a wave 

packet should be balanced exactly. The balance between the nonlinear steepens and 

dispersion explains the single humped waves which relate to the formulation of solitons. 

The effects of nonlinearity and dispersion between the stability of solitons derive from the 

weak equilibrium. 

In 1965, numerically investigating Zabusky and Kruskal discovered that solitary waves 

undergo nonlinear interaction in the KdV equation. Further, the waves emerge from the 

nonlinear interaction containing the waves amplitude, original shape and speed and 

preserve energy and mass. Thus the only effect of the interaction was a phase shift. The 

special determining feature is that the solitary waves retain their identities and their 

character bears particle like behavior, called the solitary waves solitons (Zabusky and 

Kruskal, 1965). They signify particle like quantities emphasizing the birth of soliton. The 

interaction of two solitons marked the authenticity of the preservation of shapes and 

speeds of the steady pulse like solitons. Thus the collision of KdV solitons is considered 

elastic. Afterwards the soliton names have been conceived by Zabusky and Kruskal to 

photon, phonon, proton, etc. in spite of the fact that name solitary wave is more general. 

Actually, solitons are treated as special types of solitary waves (Wazwaz, 2009). 

2.3: Motivation 

NLEEs are derived from many fields of mathematics. At present NLEEs are not only 

controlled by mathematical fields, which are also revealed outside of mathematics, such 

as, physics, mechanics, meteorology, fluid mechanics, biology, material science, 
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economics, plasma physics, engineering fields, bioscience, etc. Such as, the KdV 

equation, ݑ௧ + ௫ݑ ݑ + ௫ ௫ ௫ݑ ߜ = 0 for the shallow water waves and internal waves; the 

Boussinesq equation, ݑ௧ ௧ − ௫ ௫ݑ − ௫ ௫(ଶݑ) ௫ ௫ ௫ ௫ݑ + = 0 is very important in the fields 

of surface wave propagation in coastal regions, heat and mass transfer, biology, ecology, 

crystallization, plasma physics, and reaction-diffusion systems; the fifth-order KdV 

equation: ݑ௧ + ௫ݑ ݑ ߙ + ௫ݑଶݑߚ + ௫௫௫ݑ ߛ  + ௫௫௫௫௫ݑ ߤ = 0, which is a very important 

equation in the field of surface wave propagation on shallow water surfaces; the modified 

Schamel equation: ݑ௧ + ௫ݑଵ/ଶݑ + ௫௫௫ݑ ߜ = 0 is significant in the field of acoustic waves 

in plasma physics; the modified Kadomtsev-Petviashvili equation in the form: ൫ݑ௧ +

௫ݑଵ/ଶݑ ߙ + ௫ ௫ ௫)௫ݑ ߚ + ௬ ௬ݑ ߜ = 0   is important for ion-acoustic waves in plasma 

physics; the strain wave equation in microstructured solids: ݑ௧௧ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ ߝ −

௫௫௧ݑଶߙߛ + ௫௫௫௫ݑଷߙߜ − ସߙߜ) − ௫௫௧௧ݑ(଻ߙଶߛ + ௫௫௫௫௧ݑହߙ)ߜߛ + (௫௫௧௧ݑ଺ߙ = 0 is important 

in the field of engineering, there arise two cases: non-dissipative case, ݑ௧௧ − ௫௫ݑ −

௫௫(ଶݑ)ଵߙ ߝ + ௫௫௫௫ݑଷߙߜ − ௫௫௧௧ݑସߙߜ = 0 and dissipative case, ݑ௧௧ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ} ߝ +

௫௫௧ݑଶߙ − ௫௫௫௫ݑଷߙ + {௫௫௧௧ݑସߙ = 0 (Bekir, 2008; Ei-Kalaawy, 2011; Khan and Akbar, 

2015c; Pastrone, 2009; Pastrone et al., 2004; Porubov and Pastrone, 2004; Samsonov, 

2001; Taha et al., 2013; Wang et al., 2008a).  

2.4: Objectives 

This dissertation has been developed through the MSE method: how to implement this 

method and to investigate for distinguishing exact solitary wave solutions to NLEEs by 

applying some new technique, when the balance number is greater than one. Changing 

the value of arbitrary constants stress from the exact traveling wave solutions is to form 

some new solitary wave solutions or solitons. And the ultimate aspiration is to explore the 

possibility of the comparisons of my studied MSE method with another existing method, 

the (ܩᇱ ⁄ܩ )-expansion method. 
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2.5: The Proposal 

Jawad et al. (Jawad et al., 2010) proposed a method named, the MSE method and many 

researchers have been applied this method but this method has some abridgement when 

the balance number of the NLEEs is greater than one. Although a few equations have 

been solved by some researchers (Salam, 2012; Zayed, 2013; Zayed and Arnous, 2013a-

b; Zayed and Ibrahim, 2013), but there is no guideline, how one can solve other NLEEs 

for higher balance number. In this dissertation, we will considere some NLLEs; the 

balance number for each of these equations is two. If the balance number is greater than 

one, usually there arise difficulties in solving the NLEEs by means of the MSE method. 

In this dissertation, we will investigate the MSE method to explore new exact traveling 

wave solutions to NLEEs for balance number two. We need to take in some strategy to 

obtain the solutions of NLEEs. We consider NLEEs of the form: 

ݑ൫ܪ ௧ݑ, ,௬ݑ,௫ݑ, ,௭ݑ ௧௧ݑ ,௫௫ݑ, ௬௬ݑ , ௭௭ݑ ,⋯ ൯ = 0, 

where ݑ = ,ݕ,ݔ)ݑ ,ݖ ,ݕ,ݔ)ݑ is a polynomial in ܪ ,is an unknown function (ݐ ,ݖ  and its (ݐ

partial derivatives, which include the highest order derivatives and nonlinear terms of the 

highest order,  and the subscripts represent the partial  derivatives. 

 In Chapter 3, we will discusse the methodologies. In Chapter 4, the MSE method and 

the (ܩᇱ ⁄ܩ )-expansion method have been applied in different NLEEs. In Chapter 5, the 

graphical representations and the physical explanations are provided. In Chapter 6, the 

obtained solutions by the MSE method have been compared with the solutions obtained 

by the (ܩᇱ ⁄ܩ )-expansion method. Finally, in Chapter 7, we draw our conclusion and 

provided future directions. 
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Chapter 3 

Methodology 

Preview Material 
 3.1: The Modified Simple Equation (MSE) Method 

 3.2: The (ܩᇱ ⁄ܩ )-expansion Method 

In this chapter, we have discussed two methods, namely, the MSE method (Jawad et al., 

2010) together with the developing process and the (ܩᇱ ⁄ܩ )-expansion method established 

by Wang et al. (Wang et al., 2008a). The MSE method is easy, straightforward, and a 

powerful mathematical tool for solving different types of NLEEs for balance number one. 

In the recent past years, the method has been receiving much attention of the physicist, 

mathematicians, engineers and scientist for finding the new exact solutions to NLEEs. 

The ability of MSE method to be functional for most of the NLEEs, when balance 

number is one in mathematics, applied mathematics, mathematical physics, nuclear 

physics, fluid mechanics, plasma physics, liquid crystals,  solid state physics, biophysics, 

mathematical biology, bio-genetics, geochemistry, high-energy physics, condensed matter 

physics, chemical physics, propagation of shallow water waves, atmospheric, the wave 

propagation phenomena,  oceanic phenomena, meteorology, neural physics, quantum 

mechanics, nonlinear optics, most population models in ecology, optical fibers, elastic 

media, acoustics, electromagnetic radiation reactions, chemical kinematics, electricity, 

electrical circuits, population dynamics, magneto fluid dynamics, chemistry, population 

models, biology, protein chemistry, chemically reactive materials, ion acoustic waves in 

plasma, theory of Bose-Einstein condensates, water surface gravity waves, the heat flow 
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and the wave propagation phenomena in physics etc. But the MSE method has some 

limitations, when the balance number of the corresponding ordinary differential equation 

(ODE) is greater than one, usually the method does not give any solution. The MSE 

method and the developed process have been discussed in the following section. 

3.1: The Modified Simple Equation (MSE) Method 

First of all, we have described the MSE method which is used by many researchers to 

examine solitary wave solutions to NLEEs for balance number one. Only a few 

researchers have employed this method and solve a small number of NLEEs. But, they 

did not provide any direction to solve other NLEEs for future researchers. 

Therefore, we have recounted the MSE method for finding the exact solitary wave 

solutions, when balance number is two. Let us consider the NLEE in the following form: 

ܲ൫ݑ,ݑ௧ ௫ݑ, ,௬ݑ, ,௭ݑ ௫௫ݑ,௧௧ݑ , ,௬௬ݑ ௭௭ݑ ,⋯ ൯ = 0,                                                          (3.1.1) 

where ݑ = ,ݕ,ݔ)ݑ ,ݖ  represents an unidentified function, ܲ represents a polynomial of (ݐ

,ݕ,ݔ)ݑ ,ݖ  and its derivatives in which the highest order derivatives and nonlinear terms (ݐ

of the highest order are associated and the subscripts denote the partial  derivatives. In 

order to solve the NLEE (3.1.1) by means of the MSE method (Jawad et al., 2010; Khan 

and Akbar, 2013b and 2014; Khan et al., 2013; Zayed, 2011b; Zayed and Arnous, 2013a-

b; Zayed and Ibrahim, 2012), we have to execute the following steps: 

Step 1: We combine the real variables ݖ ,ݕ ,ݔ and ݐ by the travelling wave variable ߦ, in 

the following form: 

ߦ = ݔ + ݕ + ݖ ± ,ݔ)ݑ         ,ݐ߱ ,ݕ ,ݖ (ݐ =  (3.1.2)                                                         ,(ߦ)ܷ

where ߱ be the velocity of the traveling wave. The traveling wave transformation (3.1.2) 

permits us in reducing Eq. (3.1.1) into an ODE for ݑ =  :(ߦ)ܷ
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൫ܷ,ܷᇱܨ ,ܷᇱᇱ ,ܷᇱᇱᇱ,ܷ(௜௩),ܷ(௩),⋯൯ = 0,                                                                        (3.1.3) 

where ܨ represents a polynomial of ܷ and it derivatives and the superscripts indicate the 

ordinary derivatives with respect to ߦ, wherein ܷᇱ(ߦ) = ௗ௎
ௗక

. 

Step 2: We assume that Eq. (3.1.3) has the traveling wave solution in the following form: 

(ߦ)ݑ = ෍ ௝ܽ ቊ
߰ᇱ(ߦ)
(ߦ)߰ ቋ

௝ே

௝ୀ଴

,                                                                                               (3.1.4) 

where ௝ܽ  (݆ = 0, 1, 2,⋯ ,ܰ) are unknown constants to be determined, such that ܽே ≠ 0, 

and the function ߰(ߦ) is an unknown function to be evaluated later, ߰ᇱ(ߦ) ≠ 0. In tanh-

function method, sine-cosine method, Jacobi elliptic function method, (ܩᇱ ⁄ܩ )-expansion 

method, Exp-function method etc., the solutions are initiated in terms of some auxiliary 

functions established in advance, but in the MSE method, ߰(ߦ) is neither a pre-defined 

function nor a solution of any pre-defined differential equation. Therefore, it is not 

possible to conjecture from ahead what kind of solutions one might obtain through this 

method. This is the individuality and distinction of this method. Therefore, some fresh 

solutions might be found by this method (Khan and Akbar, 2013c). 

Step 3: The positive integer ܰ appearing in Eq. (3.1.4) can be determined by taking into 

account the homogeneous balance between the highest order nonlinear terms and the 

derivatives of highest order occurring in Eq. (3.1.3). If the degree of ܷ(ߦ)is, deg[ܷ(ߦ)] =

ܰ, therefore, the degree of the other expressions will be as follows: 

deg ቈ
ܷ௠(ߦ)
௠ߦ݀ ቉ = ܰ + ݉,        deg ቈܷ௠ ቊ

ܷ௟(ߦ)
௟ߦ݀ ቋ

௣

቉ = ݉ ܰ + ܰ)݌ + ݈). 

Step 4: We substitute (3.1.4) into (3.1.3) and then we account the function ߰(ߦ). As a 

result of this substitution, we get a polynomial of ቀ ଵ
ట(క)

ቁ  and its derivatives. In the 
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resultant polynomial, we equate all the coefficients of ቀ ଵ
ట(క)

ቁ
௜
, (݅ = 0, 1,2, 3,⋯ ) to zero, 

which yields a set of algebraic and differential equations for ܽ௜ (݅ = 0, 1,2,⋯  (ߦ)߰ ,(ܰ,

and other needful parameters. 

Step 5: The solutions of the set of algebraic and differential equations obtained in Step 4, 

provide the values of ܽ௜ (݅ = 0, 1,2,⋯   .and other needful parameters (ߦ)߰ ,(ܰ,

But, it is not smooth to get the values of the parameters ܽ௜ and the unknown function 

(ߦ)߰  by solving the system of over-determined algebraic and differential equations. 

Therefore, there is a gap of research to invent the best and simples way to determine the 

values of the parameters and the function. Only a small number of researchers (Salam, 

2012; Zayed, 2013; Zayed and Arnous, 2013a-b; Zayed and Ibrahim, 2013) have solved a 

few equations by the MSE method for balance number two by iterative searching 

procedure. They did not establish any specific technique for the feature researchers. 

In this dissertation, we have established an avenue to get the parameters ܽ௜  (݅ =

0, 1, 2,⋯ ,ܰ) and the unknown function ߰(ߦ): during the derivation period of ߰(ߦ), we 

have to avoid third and higher order differential equation, if it is not possible, then for 

getting ߰(ߦ)  from the third or higher order differential equation, we must avoid the 

polynomial type solution of ߰(ߦ) . To this end, we need to integrate the differential 

equation two or more times. This time, the integral constant should be zero except for the 

first and last integration (Khan and Akbar, 2015a-b). 

3.2. The (ࡳᇱ ⁄ࡳ )-expansion Method 

The (ܩᇱ ⁄ܩ )-expansion method was developed by Wang et al. (Wang et al., 2008a) to 

examine the traveling wave solutions to NLEEs emerge in applied mathematics, 

mathematical physics, plasma physics and engineering. In this section, this method has 
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been discussed to investigate the exact traveling wave solutions. They considered the 

NLEE in the following form: 

ܳ൫ݑ,ݑ௧ ௫ݑ, ,௬ݑ, ,௭ݑ ௧௧ݑ ௫௫ݑ, , ,௬௬ݑ ௭௭ݑ ,⋯ ൯ = 0,                                                          (3.2.1) 

where ݑ = ,ݕ,ݔ)ݑ ,ݖ (ݐ  denotes an unknown function, ܳ  denotes a polynomial of 

,ݕ,ݔ)ݑ ,ݖ  and its derivatives in which the highest order derivatives and nonlinear terms (ݐ

are related and the subscripts stand for the partial  derivatives. 

Step 1: They combined the real variables ݖ ,ݕ ,ݔ and ݐ by the compound variable ߦ, in the 

following way: 

ߦ = ݔ + ݕ + ݖ ± ,ݔ)ݑ         ,ݐ߱ ,ݕ ,ݖ (ݐ =  (3.2.2)                                                         ,(ߦ)ܷ

where ߱ is the speed of the traveling wave. The traveling wave transformation (3.2.2) 

allow them in reducing Eq. (3.2.1) into an ODE for ݑ =  :(ߦ)ܷ

൫ܷ,ܷᇱ,ܷᇱᇱ,ܷᇱᇱᇱܪ ,ܷ(௜௩),ܷ(௩),⋯൯ = 0,                                                                        (3.2.3) 

where ܪ is a polynomial of ܷ and it derivatives and the superscripts indicate the ordinary 

derivatives with respect to ߦ, in which ܷᇱ(ߦ) = ௗ௎
ௗక

. 

Step 2: They considered the traveling wave solution of Eq. (3.2.3) can be expressed by a 

polynomial of ቀீ
ᇲ

ீ
ቁ as follows:: 

(ߦ)ݑ = ෍ ௝ܽ ቊ
(ߦ)ᇱܩ
(ߦ)ܩ ቋ

௝ே

௝ୀ଴

,                                                                                               (3.2.4) 

where ܩ = (ߦ)ܩ  satisfies the subsequent auxiliary second order linear ordinary 

differential equation: 

(ߦ)ᇱᇱܩ + (ߦ)ᇱܩߣ + (ߦ)ܩߤ = 0,                                                                                    (3.2.5) 

where ܩᇱ = ௗீ(క)
ௗక

ᇱᇱܩ , = ௗమீ(క)
ௗకమ

, ௝ܽ  (݆ = 0, 1, 2,⋯  are subjective constants to ߤ and ߣ ,(ܰ,

be determined later, ܽே ≠ 0. 
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Step 3: To determine the positive integer ܰ, they used homogeneous balance between the 

highest order nonlinear terms and the derivatives of the highest order involved in (3.2.3). 

Step 4: Substitute Eq. (3.2.4) including Eq. (3.2.5) into Eq. (3.2.3) with the value of ܰ 

attained in Step 3. This leads to a polynomial in ቀீ
ᇲ

ீ
ቁ and they collected all terms with the 

same category of ቀீ
ᇲ

ீ
ቁ. Setting each coefficient of homologous order of the resulted 

polynomial to zero, yields a system of algebraic equations for ௝ܽ  (݆ = 0, 1, 2,⋯  ߤ ,ߣ ,(ܰ,

and ߱. 

Step 5: The value of the parameters ௝ܽ  (݆ = 0, 1, 2,⋯  and ߱ were established ߤ ,ߣ ,(ܰ,

by solving the algebraic equations obtained in Step 4. Since the general solutions of Eq. 

(3.2.5) are well recognized, inserting the values of the parameters into Eq. (3.2.4) they 

derived the general exact traveling wave solutions to the NLEE (3.2.1). This completes 

the determination of solutions of the NLEE (3.2.1) where by means of the general 

solutions of ODE (3.2.5) one can write the values of ቀீ
ᇲ

ீ
ቁ in the following form: 

Group 1: When ߣଶ − ߤ4 > 0, 

(ߦ)ᇱܩ
(ߦ)ܩ =

ߣ−
2 +

ඥߣଶ − ߤ4
2

ቐ
coshܤ ቀ1

2ඥߣ
ଶ − ቁߦߤ4 + sinhܣ ቀ1

2ඥߣ
ଶ − ቁߦߤ4

coshܣ ቀ1
2ඥߣ

ଶ − ቁߦߤ4 + sinhܤ ቀ1
2ඥߣ

ଶ − ቁߦߤ4
ቑ . (3.2.6) 

Group 2: When ߣଶ − ߤ4 < 0, 

(ߦ)ᇱܩ
(ߦ)ܩ =

ߣ−
2 +

ඥ4ߤ − ଶߣ

2
ቐ
cosቀ1ܤ

2ඥ4ߤ − ቁߦଶߣ − sinܣ ቀ1
2ඥ4ߤ − ቁߦଶߣ

cosቀ1ܣ
2ඥ4ߤ − ቁߦଶߣ + sinܤ ቀ1

2ඥ4ߤ − ቁߦଶߣ
ቑ .     (3.2.7) 

Group 3: When ߣଶ − ߤ4 = 0, 

(ߦ)ᇱܩ
(ߦ)ܩ =

ߣ−
2 +

ܤ
ܣ + ߦܤ  ,                                                                                                 (3.2.8) 

where ߣ ,ܤ ,ܣ and ߤ are arbitrary constants. 
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Chapter 4 
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In this Chapter, we have implemented the MSE method to solve some NLEEs appearing 

in applied mathematics, mathematical physics, plasma physics and engineering. In order 

to compare the solutions obtained by the MSE method, we also refer the solutions of the 

same equations via the (ܩᇱ ⁄ܩ )-expansion method, which are previously solved by other 

researchers (Bekir, 2008; Taha et al., 2013; Wang et al., 2008a; Khan and Akbar, 2015c). 

4.1: Applications of the MSE Method 

In this section, we have executed the MSE method to extract solitary wave solutions to 

the KdV equation, the Boussinesq equation, the fifth-order KdV equation, the modified 

Schamel  equation for acoustic waves, the modified Kadomtsev-Petviashvili (KP) 

equation, the strain wave equation in microstructured solids for non-dissipative and 

dissipative cases, which are very important NLEEs in the fields of waves on shallow 

water surfaces, fluid dynamics, shock wave, mass transport, mathematical physics, 

surface wave propagation in coastal regions, heat and mass transfer, biology, ecology, 

physiology, crystallization, plasma physics, biological science, nano-science and 

engineering. The balance number of all of these equations is two. When the balance 

number of NLEEs is greater than one, typically the MSE method does not provide any 

solution. Now, we have implemented the technique as to how to execute the MSE method 

for balance number two which we derived in Chapter 3. If the balance number is two, the 

solution (3.1.4) takes the following form: 

(ߦ)ܷ = ܽ଴ + ܽଵ ቆ
߰ᇱ

߰ቇ+ ܽଶ ቆ
߰ᇱ

߰ቇ
ଶ

,                                                                    (4.1.1) 

 wherein ܽ଴, ܽଵ and ܽଶ are arbitrary constants to be determined, such that ܽଶ ≠ 0, and 

(ߦ)is an unidentified function to be determined later, ߰ᇱ (ߦ)߰ ≠ 0. 

Differentiating Eq. (4.1.1) with respect to the wave variable ߦ, the first to fourth 

derivatives are given respectively in the following: 
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ܷ′ = −
ܽଵ(߰′)ଶ

߰ଶ −
2ܽଶ(߰′)ଷ

߰ଷ +
ܽଵ߰′′

߰ +
2ܽଶ߰′߰′′

߰ଶ ,                                           (4.1.2) 

ܷ′′ =
2ܽଵ(߰′)ଷ

߰ଷ +
6ܽଶ(߰′)ସ

߰ସ −
3ܽଵ߰′߰′′

߰ଶ −
10ܽଶ(߰′)ଶ߰′′

߰ଷ +
2ܽଶ(߰′′)ଶ

߰ଶ

+
2ܽଶ߰′߰′′′

߰ଶ +
ܽଵ߰′′′

߰ ,                                                                   (4.1.3) 

ܷ′′′ = −
6ܽଵ(߰′)ସ

߰ସ −
24ܽଶ(߰′)ହ

߰ହ +
12ܽଵ(߰′)ଶ߰′′

߰ଷ +
54ܽଶ(߰′)ଷ߰′′

߰ସ −
3ܽଵ(߰′′)ଶ

߰ଶ

−
24ܽଶ߰′(߰′′)ଶ

߰ଷ −
4ܽଵ߰′߰(ଷ)

߰ଶ −
14ܽଶ(߰′)ଶ߰(ଷ)

߰ଷ +
6ܽଶ߰′′߰(ଷ)

߰ଶ

+
ܽଵ߰(ସ)

߰ +
2ܽଶ߰′߰(ସ)

߰ଶ ,                                                              (4.1.4) 

ܷ(௜௩) =
24ܽଵ(߰′)ହ

߰ହ +
120ܽଶ(߰′)଺

߰଺ −
60ܽଵ(߰′)ଷ߰′′

߰ସ −
336ܽଶ(߰′)ସ߰′′

߰ହ

+
30ܽଵ߰′(߰′′)ଶ

߰ଷ +
234ܽଶ(߰′)ଶ(߰′′)ଶ

߰ସ −
24ܽଶ(߰′′)ଷ

߰ଷ

+
20ܽଵ(߰′)ଶ߰(ଷ)

߰ଷ +
96ܽଶ(߰′)ଷ߰(ଷ)

߰ସ −
10ܽଵ߰′′߰(ଷ)

߰ଶ

−
88ܽଶ߰′߰′′߰(ଷ)

߰ଷ +
6ܽଶ(߰(ଷ))ଶ

߰ଶ −
5ܽଵ߰′߰(ସ)

߰ଶ −
18ܽଶ(߰′)ଶ߰(ସ)

߰ଷ

+
8ܽଶ߰′′߰(ସ)

߰ଶ +
ܽଵ߰(ହ)

߰ +
2ܽଶ߰′߰(ହ)

߰ଶ ,                                     (4.1.5) 

where primes denote the derivatives, i.e. ܷ′ = ௗ௎(క)
ௗక

,ܷ′′ = ௗమ௎(క)
ௗకమ

,ܷ′′′ = ௗయ௎(క)
ௗకయ

 and  

ܷ(௜௩) = ௗర௎(క)
ௗకర

. 

4.1(a): The KdV Equation 

In this sub-section, our aim is to establish closed-form solitary wave solutions to the KdV 

equation by means of the MSE method. The KdV equation arises in many mathematical 

models or physical problems, such as, waves on shallow water surfaces and ion-acoustic 
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waves in plasma. It is especially significant as the prototype example of an exactly 

solvable model, that is, a nonlinear partial differential equation whose solutions can be 

exactly specified. Let us consider the KdV equation in the form: 

௧ݑ + ௫ݑ ݑ + ௫ ௫ ௫ݑ ߜ = 0,                                                                                              (4.1.6) 

where ߜ is a real constant. 

To construct solitary wave solutions by applying the MSE method to the KdV equation 

(4.1.6), we use the wave variable as follows: 

,ݔ)ݑ (ݐ = ߦ     ,(ߦ)ܷ = ݔ −  (4.1.7)                                                                                    .ݐ ߱

The traveling wave variable (4.1.7) reduces Eq. (4.1.6) to the following ODE: 

−߱ ܷ′ + ܷ ܷ′ + ′′′ܷ ߜ = 0,                                                                                           (4.1.8) 

where the primes denote the derivatives with respect to ߦ. Integrating Eq. (4.1.8) with 

respect to ߦ and letting the integral constant to zero, we obtain a new ODE of the form: 

−߱ ܷ +
1
2ܷ

ଶ + ′′ܷ ߜ = 0.                                                                                            (4.1.9) 

Balancing the highest order derivative ܷ′′ and the nonlinear term of the highest order ܷଶ, 

we obtain 2ܰ = ܰ + 2  ⟹ ܰ = 2. Therefore, the solution of Eq. (4.1.9) takes the form 

which is identical to Eq. (4.1.1).  

Substituting the values of ܷ and ܷ′′  from Eqs. (4.1.1) and (4.1.3) into Eq. (4.1.9), the left-

hand side is transformed into a polynomial of ቀ ଵ
ట(క)

ቁ. We collect all coefficients of alike 

power of the resulted polynomial ቀ ଵ
ట(క)

ቁ
௜
,    (݅ = 0, 1, 2, 3, ⋯  ) to zero, which yields an 

over-determine set of algebraic and differential equations for ia  (݅ = 0, 1, 2, 3, ⋯  ), 

 and other needful parameters. Therefore, we have the following algebraic and (ߦ)߰

differential equations: 

1
2 ܽ଴

(−2߱ + ܽ଴) = 0.                                                                                                  (4.1.10) 
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ܽଵ{(−߱ + ܽ଴)߰′ + {′′′߰ߜ = 0.                                                                                   (4.1.11) 

൜
1
2 ܽଵ

ଶ + ܽଶ(−߱ + ܽ଴)ൠ (߰′)ଶ − ′′߰′ଵ߰ܽߜ3 + 2ܽଶߜ{(߰′′)ଶ + ߰′߰′′′} = 0.       (4.1.12) 

(߰′)ଶ{ܽଵ(2ߜ + ܽଶ)߰′ − {′′ଶ߰ܽߜ10 = 0.                                                                 (4.1.13) 

1
2 ܽଶ

ߜ12) + ܽଶ)(߰′)ସ = 0.                                                                                          (4.1.14) 

We solve the above system of algebraic and differential equations with the help of 

symbolic computation software, such as, Mathematica. From Eqs. (4.1.10) and (4.1.14), 

we obtain 

ܽ଴ = 0, 2߱ 

and 

ܽଶ = since   ܽଶ   ,ߜ12− ≠ 0. 

For the values of ܽ଴, the following cases arise: 

Case 1:  When ܽ଴ = 0.  

Now, we have to compute ܽଵ and ߰(ߦ) from the Eqs. (4.1.11) to (4.1.13). To do this, first 

we have substituted the value of ߰′(ߦ) into Eq. (4.1.11) obtained from (4.1.13). After this 

substitution we will get a third order ODE. To derive the value of ߰(ߦ) from this equation 

we have to integrate twice. In this process we put the second integral constant to zero, 

otherwise we will get a polynomial of ߦ which does not satisfy the condition |ݑ| → 0 as 

ߦ → ±∞. Thus, from Eqs. (4.1.11) to (4.1.13), we obtain  

ܽଵ =  ߱√ߜ√±12

and 

(ߦ)߰ =
ଵܿߜ
߱ ݁± ഍√ഘ

√ഃ + ܿଶ 

where 1c  and 2c  are integration constants. 
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Now, substituting the values of ܽ଴, ܽଵ, ܽଶ and ߰(ߦ) into Eq. (4.1.1), we derive the 

following solution to the Eq. (4.1.9): 

(ߦ)ܷ =
ଶܿଵܿଶ ݁± ഍√ഘ߱ߜ12

√ഃ

ቆܿߜଵ ݁± ഍√ഘ
√ഃ + ߱ܿଶቇ

ଶ .                                                                                   (4.1.15) 

Simplifying the solution (4.1.15), we obtain the subsequent close-form solution to the 

KdV equation (4.1.6): 

,ݔ)ݑ (ݐ = (ଶܿଵܿଶ߱ߜ12)

/ ቈܿߜଵ ቊcoshቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇ ± sinhቆ

ݔ)߱√ − (߱ݐ
ߜ√2

ቇቋ

+ ߱ܿଶ ቊcosh ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇ∓ sinhቆ

ݔ)߱√ − (߱ݐ
ߜ√2

ቇቋ቉
ଶ

,        (4.1.16) 

Since 1c  and 2c  are arbitrary constants, one may randomly choose their values. 

Therefore, if we choose ܿଵ = ߱  and  ܿଶ =  then from solution Eq. (4.1.16), we obtain ,ߜ

the following bell shape solitary wave solution to the KdV equation: 

,ݔ)ଵ,ଵݑ (ݐ = 3߱ sechଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇ .                                                                   (4.1.17) 

Again, if we choose ܿଵ = ߱  and  ܿଶ =  then from solution Eq. (4.1.16), we obtain the ,ߜ−

following singular bell shape solitary wave solution to the KdV equation: 

,ݔ)ଵ,ଶݑ (ݐ = −3߱ cschଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇ .                                                                (4.1.18) 

On the other hand, if we choose ܿଵ = ߱  and  ܿଶ =  then from traveling wave ,ߜ݅±

solution (4.1.16), we achieve the following solitary wave solution to the KdV equation: 

,ݔ)ଵ,ଷݑ (ݐ = 3߱ cscଶ ቆ
ߨ
4 −

ݔ)߱√ − (߱ݐ
ߜ−√2

ቇ .                                                              (4.1.19) 
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Furthermore, if we choose ܿଵ = ߱  and  ܿଶ =  then from solution Eq. (4.1.16), we ,ߜ݅∓

accomplish the following solitary wave solution: 

,ݔ)ଵ,ସݑ (ݐ = 3߱ cscଶ ቆ
ߨ
4 +

ݔ)߱√ − (߱ݐ
ߜ−√2

ቇ .                                                              (4.1.20) 

Case 2:  When ܽ଴ = 2߱, we have to follow the same procedure as we have made in Case 

1. Therefore, from Eqs. (4.1.11) to (4.1.13), we compute  

ܽଵ =  ߱√ߜ√±12݅

and 

(ߦ)߰ = −
ଵܿߜ
߱  ݁± ೔഍√ഘ

√ഃ + ܿଶ 

where 1c  and 2c  are integration constants. 

Now, putting the required values of ܽ଴ , ܽଵ, ܽଶ and ߰(ߦ) into Eq. (4.1.1), we derive the 

following solution of the Eq. (4.1.9): 

(ߦ)ܷ =
2߱ ቆߜଶܿଵଶ ݁± మ೔഍√ഘ

√ഃ + ଵܿଶ ݁±೔഍√ഘܿ߱ߜ4
√ഃ + ߱ଶܿଶଶቇ

ቆ݁± ೔഍√ഘ
√ഃ ଵܿߜ −߱ܿଶቇ

ଶ .                                    (4.1.21) 

After simplification from solution (4.1.21), we get the subsequent closed-form solution to 

the KdV equation: 

,ݔ)ݑ (ݐ = (2߱) ቈߜଶܿଵଶ  ቊcosh ቆ
ݔ)߱√ − (߱ݐ

ߜ−√
ቇ± sinh ቆ

ݔ)߱√ − (߱ݐ

ߜ−√
ቇቋ+ ଵܿଶܿ߱ߜ4

+ ߱ଶܿଶଶ  ቊcosh ቆ
ݔ)߱√ − (߱ݐ

ߜ−√
ቇ∓ sinh ቆ

ݔ)߱√ − (߱ݐ

ߜ−√
ቇቋ቉

/ ቈߜ ܿଵ  ቊcosh ቆ
ݔ)߱√ − (߱ݐ

ߜ−√
ቇ ± sinh ቆ

ݔ)߱√ − (߱ݐ

ߜ−√
ቇቋ

− ߱ܿଶ  ቊcoshቆ
ݔ)߱√ − (߱ݐ

ߜ−√
ቇ ∓ sinh ቆ

ݔ)߱√ − (߱ݐ

ߜ−√
ቇቋ቉

ଶ

.      (4.1.22) 
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As 1c  and 2c  are arbitrary constants, one might arbitrarily pick their values.  Therefore, if 

we pick ܿଵ = ߱  and  ܿଶ =  then from solution Eq. (4.1.22), we attain the following ,ߜ−

solitary wave solution to the KdV equation: 

,ݔ)ଵ,ହݑ (ݐ = ߱ ቊ2 − 3 sechଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ−√2
ቇቋ.                                                      (4.1.23) 

On the other hand, if we pick ܿଵ = ߱  and  ܿଶ =  then from solution Eq. (4.1.22), we ,ߜ

achieve the subsequent solitary solution to the KdV equation: 

,ݔ)ଵ,଺ݑ (ݐ = ߱ ቊ2 + 3 cschଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ−√2
ቇቋ.                                                      (4.1.24) 

Alternatively, if we pick ܿଵ = ߱  and  ܿଶ =  then from solution Eq. (4.1.22), we ,ߜ݅±

obtain the succeeding solution to the KdV equation: 

,ݔ)ଵ,଻ݑ (ݐ = ߱ ቊ2 − 3 cscଶ ቆ
ߨ
4 −

ݔ)߱√ − (߱ݐ
ߜ√2

ቇቋ.                                                (4.1.25) 

Once again, if we pick ܿଵ = ߱  and  ܿଶ =  then from solution Eq. (4.1.22), we derive ,ߜ݅∓

the next solitary solution to the KdV equation: 

,ݔ)଼,ଵݑ (ݐ = ߱ ቊ2 − 3 cscଶ ቆ
ߨ
4 +

ݔ)߱√ − (߱ݐ
ߜ√2

ቇቋ.                                                (4.1.26) 

Since ܿଵ and ܿଶ are arbitrary constants for other choices of ܿଵ and ܿଶ, we might obtain 

new and more general solitary wave solutions to the  KdV equation (4.1.6) by using the 

MSE method with the aid of symbolic computation software. The major advantage of this 

method is that the calculations are easy to control, not sophisticated. Its calculations are 

comparatively easier than other methods, like, the Exp-function method, the (ܩ ′ ⁄ܩ )-

expansion method, the tanh-function method, the homotopy analysis method etc. But the 

solutions obtained by the MSE method are analogous to those solutions obtained by the 

above mentioned method. 
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Remark 4.1(a): Solutions (4.1.16)-(4.1.20) and (4.1.22)-(4.1.26) have been verified by 

putting them back into the original equation (4.1.6) and found correct. 

4.1(b): The Boussinesq Equation 

In this sub-section, we have executed the application of the MSE method to extract 

solitary wave solutions to the Boussinesq equation, which is a very important equation in 

the fields of surface wave propagation in coastal regions, heat and mass transfer, biology, 

ecology, crystallization, plasma physics. Now, we have applied the MSE method to find 

the exact solutions and then the solitary wave solutions to the Boussinesq equation. Let us 

consider the Boussinesq equation in the form: 

௧ ௧ݑ − ௫ ௫ݑ − ௫ ௫(ଶݑ) + ௫ ௫ ௫ ௫ݑ  = 0.                                                                        (4.1.27) 

To solve the Boussinesq equation (4.1.27) by applying the MSE method, we will make 

use of the same wave variable given in (4.1.7): 

Using the wave variable (4.1.7), the Eq. (4.1.27) transforms to the following ODE: 

(߱ଶ − 1)ܷ′′ − (ܷଶ)′′ + ܷ(௜௩) = 0,                                                                           (4.1.28) 

where primes indicate the derivatives with respect to ߦ. Integrating Eq. (4.1.28) twice 

with respect to ߦ and letting the integral constants to zero, we find an ODE in the form: 

(߱ଶ − 1)ܷ − ܷଶ + ܷ′′ = 0.                                                                                       (4.1.29) 

The homogeneous balance between the highest order derivative ܷ′′ and the nonlinear term 

of the highest order ܷଶ, yields ܰ = 2. Thus, the solution of Eq. (4.1.29) takes the form, 

identical to (4.1.1). 

Substituting the values of ܷ and ܷ′′ from the Eqs. (4.1.1) and (4.1.3) into Eq. (4.1.29), 

and executing the parallel course of algorithm discussed in Sub-section 4.1(a) yields a set 

of simultaneous algebraic and differential equations for ܽ଴, ܽଵ, ܽଶ,  ߰(ߦ) and additional 

essential parameters, which are given in the following: 
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(−1 + ߱ଶ − ܽ଴)ܽ଴ = 0.                                                                                              (4.1.30) 

ܽଵ{(−1 + ߱ଶ − 2ܽ଴)߰′ + ߰′′′} = 0.                                                                         (4.1.31) 

{ܽଶ(−1 + ߱ଶ − 2ܽ଴) − ܽଵଶ}(߰′)ଶ − 3ܽଵ߰′߰′′ + 2ܽଶ{(߰′′)ଶ + ߰′߰′′′} = 0.    (4.1.32) 

−2(߰′)ଶ(ܽଵ(−1 + ܽଶ)߰′ + 5ܽଶ߰′′) = 0.                                                               (4.1.33) 

−(−6 + ܽଶ)ܽଶ(߰′)ସ = 0.                                                                                           (4.1.34) 

Solving Eq. (4.1.30), we obtain 

 ܽ଴ = 0,   − 1 + ߱ଶ . 

Again solving Eq. (4.1.34), we obtain 

 ܽଶ = 6 since ܽଶ ≠ 0. 

Therefore, for the values of ܽ଴, the following two cases arise: 

Case 1: When ܽ଴ = 0, we have to take in the same procedure as we have took in section 

4.1(a). Therefore, from Eqs. (4.1.31) to (4.1.33), we compute 

 ܽଵ = ±6√1− ߱ଶ 

and 

(ߦ)߰  = ି௖భ ௘∓഍ඥభషഘమ ∓ ൫ିଵାఠమ൯௖మ
ିଵାఠమ  

where ܿଵ and ܿଶ are integration constants. 

By means of the values of ܽ଴ ,ܽଵ ,ܽଶ and ߰(ߦ), from Eq. (4.1.1), we obtain the following 

solution to the Eq. (4.1.29): 

(ߦ)ܷ = −
6(−1 + ߱ଶ)ଶܿଵܿଶ ݁∓ క√ଵିఠమ

(ܿଵ ݁∓ క√ଵିఠమ − (−1 + ߱ଶ)ܿଶ)ଶ
.                                                          (4.1.35) 

After simplification from the solution (4.1.35), we obtain the subsequent solution to the 

Boussinesq equation (4.1.27): 
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,ݔ)ݑ (ݐ = −{6(−1 + ߱ଶ)ଶܿଵܿଶ}

/ ቈܿଵ ቊcosh ቆ
ݔ) − 1√(߱ݐ − ߱ଶ

2 ቇ ∓ sinhቆ
ݔ) − 1√(߱ݐ −߱ଶ

2 ቇቋ

− (−1 + ߱ଶ)ܿଶ ቊcosh ቆ
ݔ) − 1√(߱ݐ − ߱ଶ

2 ቇ

± sinhቆ
ݔ) − 1√(߱ݐ − ߱ଶ

2 ቇቋ቉
ଶ

.                                                    (4.1.36) 

Since ܿଵ and ܿଶ are arbitrary constants, we may freely select their values.  Therefore, if 

we select ܿଵ = (1 −߱ଶ)  and  ܿଶ = 1, then from (4.1.36), we obtain the following bell 

shape solitary wave solution to the Boussinesq equation: 

,ݔ)ଵ,ଽݑ (ݐ =
3
2

(−1 + ߱ଶ) sechଶ ቆ
√1 − ߱ଶ(ݔ − (߱ݐ

2 ቇ .                                       (4.1.37) 

Furthermore, if we select ܿଵ = −(1 − ߱ଶ)  and  ܿଶ = 1, then from solution (4.1.36) we 

accomplish the subsequent singular bell shape solitary wave solution to the Boussinesq 

equation: 

,ݔ)ଵ,ଵ଴ݑ (ݐ = −
3
2

(−1 + ߱ଶ) cschଶ ቆ
√1 −߱ଶ(ݔ − (߱ݐ

2 ቇ .                                 (4.1.38) 

Again, if we select ܿଵ = (−1 + ߱ଶ)  and  ܿଶ = ±݅, then from solution (4.1.36), we obtain 

the succeeding solitary wave solution to the Boussinesq equation: 

,ݔ)ଵ,ଵଵݑ (ݐ =
3
2

(−1 + ߱ଶ) cscଶ ൬
ߨ
4 +

1
2

ݔ) − ඥ−1(߱ݐ + ߱ଶ൰ .                         (4.1.39) 

Alternatively, if we select ܿଵ = (−1 + ߱ଶ) and  ܿଶ = ∓݅, then from solution (4.1.36), we 

get the next solitary wave solution to the Boussinesq equation: 

,ݔ)ଵ,ଵଶݑ (ݐ =
3
2

(−1 + ߱ଶ) cscଶ ൬
ߨ
4 −

1
2

ݔ) − ඥ−1(߱ݐ + ߱ଶ൰ .                         (4.1.40) 
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Case 2:  When ܽ଴ = −1 + ߱ଶ, we have to take in the same procedure as we have took in 

section 4.1(a). Therefore, from Eqs. (4.1.31) to (4.1.33), we get  

ܽଵ = ±6ඥ−1 + ߱ଶ 

and 

(ߦ)߰  = ௖భ
ିଵାఠమ  ݁∓ క√ିଵାఠమ + ܿଶ 

where ܿଵ and ܿଶ are constants integration. 

Inserting the values of ܽ଴, ܽଵ, ܽଶ and ߰(ߦ) into Eq. (4.1.1), we extract the following 

solution to the Eq. (4.1.29): 

(ߦ)ܷ = −1 + ߱ଶ −
6(−1 + ߱ଶ)ଶܿଵܿଶ  ݁±క√ିଵାఠమ

൛ܿଵ + (−1 + ߱ଶ)ܿଶ ݁± క√ିଵାఠమൟ
ଶ .                                      (4.1.41) 

Expanding the solution (4.1.41), we obtain the following close-form solution to the 

Boussinesq equation (4.1.27) : 

,ݔ)ݑ (ݐ = (߱ଶ − 1) ቂܿଵଶ ቄcosh ൬(ݔ − ඥ߱ଶ(߱ݐ − 1൰ ∓ sinh ൬(ݔ − ඥ߱ଶ(߱ݐ − 1൰ቅ

+ (߱ଶ − 1)ଶܿଶଶ ቄcosh ൬(ݔ − ඥ߱ଶ(߱ݐ − 1൰

± sinh ൬(ݔ − ඥ߱ଶ(߱ݐ − 1൰ቅ − 4(߱ଶ − 1)ܿଵܿଶቃ

/ ቈܿଵ ቊcosh ቆ
ݔ) − ଶ߱√(߱ݐ − 1

2 ቇ ∓ sinhቆ
ݔ) − ଶ߱√(߱ݐ − 1

2 ቇቋ

+ (߱ଶ − 1)ܿଶ ቊcosh ቆ
ݔ) − ଶ߱√(߱ݐ − 1

2 ቇ

± sinhቆ
ݔ) − ଶ߱√(߱ݐ − 1

2 ቇቋ቉
ଶ

.                                                   (4.1.42) 

One may intuitively choose the values of ܿଵ and ܿଶ because, they are arbitrary constants.  

Thus, if we choose ܿଵ = (߱ଶ − 1)  and  ܿଶ = 1, then from (4.1.42), we derive the 

following bell shape solitary wave solution to the Boussinesq equation: 
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,ݔ)ଵ,ଵଷݑ (ݐ = (−1 + ߱ଶ) ൜1 −
3
2 sechଶ ൬

1
2

ݔ) − ඥ−1(߱ݐ + ߱ଶ൰ൠ .                   (4.1.43) 

On the other hand, if we choose ܿଵ = (߱ଶ − 1) and  ܿଶ = −1, then from solution 

(4.1.42), we find out the following singular bell shape solitary wave solution to the 

Boussinesq equation: 

,ݔ)ଵ,ଵସݑ (ݐ = (−1 + ߱ଶ) ൜1 +
3
2 cschଶ ൬

1
2

ݔ) − ඥ−1(߱ݐ + ߱ଶ൰ൠ .                   (4.1.44) 

Again, if we choose ܿଵ = (߱ଶ − 1)  and  ܿଶ = ±݅, then from solution (4.1.42), we attain 

the subsequent solitary wave solution to the Boussinesq equation: 

,ݔ)ଵ,ଵହݑ (ݐ = (−1 + ߱ଶ) ൜1 −
3
2 cscଶ ൬

ߨ
4 −

1
2

ݔ) − ඥ1(߱ݐ − ߱ଶ൰ൠ.                 (4.1.45) 

Once again, if we choose ܿଵ = (߱ଶ − 1) and  ܿଶ = ∓݅, then from solution (4.1.42), we 

secure the next solitary wave solution to the Boussinesq equation: 

,ݔ)ଵ,ଵ଺ݑ (ݐ = (−1 + ߱ଶ) ൬1 −
3
2 cscଶ ൤

ߨ
4 +

1
2

ݔ) − ඥ1(߱ݐ −߱ଶ൨൰ .                 (4.1.46) 

For other choices of ܿଵ and ܿଶ, we might find further new and more general solitary wave 

solutions to the  Boussinesq equation (4.1.27) by using the MSE method, because ܿଵ and 

ܿଶ are arbitrary constants. 

Remark 4.1(b): The wave solutions (4.1.37)-(4.1.41) and (4.1.42)-(4.1.46) have been 

confirmed by putting them back into the original equation (4.1.27) and found accurate. 

4.1(c): The Fifth-order KdV Equation 

In this sub-section, we have performed the MSE method to extract traveling wave 

solutions to the fifth-order KdV equation which is a very important equation in the field 

of surface wave propagation on shallow water surfaces. Let us consider the fifth-order 

KdV equation of the form: 

௧ݑ + ௫ݑ ݑ ߙ + ௫ݑଶݑߚ + ௫ ௫ ௫ݑ ߛ  + ௫ ௫ ௫ ௫ ௫ݑ ߤ = 0,                                             (4.1.47) 
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where ߛ ,ߚ ,ߙ and ߤ are real parameters. 

Now we have investigated exact solitary wave solutions to the fifth-order KdV equation 

(4.1.47) by means of the MSE method. On account of this, we will use the wave variable 

provided in Eq. (4.1.7). The traveling wave variable (4.1.7) reduces Eq. (4.1.47) to the 

following ODE: 

(−߱ + ܷ ߙ + ′ܷ(ଶܷ ߚ + ′′′ܷߛ + (௩)ܷߤ = 0,                                                          (4.1.48) 

where the primes signify the derivatives with respect to ߦ. Integrating Eq. (4.1.48) with 

respect to ߦ and letting the integral constant to zero, we find a new ODE in the form: 

−߱ ܷ +  ߙ
ܷଶ

2 +  ߚ
ܷଷ

3 + ′′ܷߛ + (௜௩)ܷߤ = 0.                                                         (4.1.49) 

Now, the homogeneous balance between the highest order derivative ܷ(௜௩) and the 

nonlinear term of the highest order ܷଷ, yields ܰ = 2. Therefore, the shape of the solution 

of Eq. (4.1.49) is look like Eq. (4.1.1), wherein ܽ଴, ܽଵ and ܽଶ are arbitrary constants to be 

determined such that ܽଶ ≠ 0 and ߰(ߦ) is an unidentified function. 

Putting the values of ܷ, ܷ′, ܷ′′, ܷ′′′  and ܷ(௜௩), from Eqs. (4.1.1)-(4.1.5) into Eq. (4.1.49), 

and executing the same algorithm discussed in Sub-section 4.1(a) yields a set of 

simultaneous algebraic and differential equations for ܽ଴, ܽଵ, ܽଶ,  ߰(ߦ) and additional 

essential parameters, which are given below: 

1
6 ܽ଴

(−6߱ + ଴ܽߙ3 + (଴ଶܽߚ2 = 0.                                                                             (4.1.50) 

ܽଵ ቀ(−߱ + ଴ܽߙ + ′߰(଴ଶܽߚ + ′′′߰ߛ + ቁ(୴)߰ߤ = 0.                                                 (4.1.51) 

1
2

ߙ) + ଴)ܽଵଶ(߰′)ଶܽߚ2 − ܽଵ ቀ10߰ߤ′′߰′′′ + ߰′൫3߰ߛ′′ + ൯ቁ(୧୴)߰ߤ5

+ ܽଶ ቀ(−߱ + ଴ܽߙ + ଴ଶ)(߰′)ଶܽߚ + ଶ(′′߰)ߛ2 + ଶ(′′′߰)ߤ6 + (୧୴)߰′′߰ߤ8

+ 2߰′൫߰ߛ′′′ + ൯ቁ(୴)߰ߤ = 0.                                                            (4.1.52) 
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ܽଵ߰′ ቀ(2ߛ + ߙ) + ଴)ܽଶ)(߰′)ଶܽߚ2 + ଶ(′′߰)ߤ30 + ቁ′′′߰′߰ߤ20

− 2ܽଶ ቀ12ߤ(߰′′)ଷ + ′′′߰′′߰′߰ߤ44 + (߰′)ଶ൫5߰ߛ′′ + ൯ቁ(୧୴)߰ߤ9

+
1
ଵܽߚ3

ଷ(߰′)ଷ = 0.                                                                             (4.1.53) 

ܽଶ(߰′)ଶ ቀ(6ߛ + ଵଶ)(߰′)ଶܽߚ + ଶ(′′߰)ߤ234 + ቁ′′′߰′߰ߤ96 +
1
2

ߙ) + ଴)ܽଶଶ(߰′)ସܽߚ2

− ′′ଵ(߰′)ଷ߰ܽߤ60 = 0.                                                                      (4.1.54) 

(߰′)ସ(ܽଵ(24ߤ + ′߰(ଶଶܽߚ − (′′ଶ߰ܽߤ336 = 0.                                                        (4.1.55) 

1
3 ܽଶ

ߤ360) + ଶଶ)(߰′)଺ܽߚ = 0.                                                                                    (4.1.56) 

Solving Eq. (4.1.50) and (4.1.56), we obtain 

ܽ଴ = 0,   
ߙ3− ± √3ඥ3ߙଶ + ߱ߚ16

ߚ4
 

And 

ܽଶ = ±
ߤ√10√6݅

ඥߚ
,     scince ܽଶ ≠ 0. 

When ܽ଴ = ିଷఈ±√ଷඥଷఈమାଵ଺ఉఠ
ସఉ

, then the extracted values of ܽଵ, ߰(ߦ) and the required 

solutions are very much unsmooth and odd looking. So, we have overridden this case and 

discussed only the case ܽ଴ = 0. 

Therefore, for the values of ܽଶ, the following two cases arise: 

Case 1:  When ܽଶ = ଺௜√ଵ଴√ఓ
ඥఉ

, then by a suitable manipulation, from Eqs. (4.1.51) to 

(4.1.55), we compute  

ܽଵ = ±
6ට2ඥߛߚ + ߤ√ߙ10√݅

ߚ
య
ర

, 
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߱ = −
ଶߛߚ8 + ߤ√ߛߚඥߙ10√3݅ + ߤଶߙ5

ߤߚ50  

and 

(ߦ)߰  = ∓ ௜√ଵ଴ఉ
భ
ర√ఓ௖భ

ටଶඥఉఊା௜√ଵ଴ఈ√ఓ
 ݁

± 
೔ ටమඥഁംశ೔√భబഀ√ഋ  ഍

√భబ ഁ
భ
ర √ഋ + ܿଶ 

where ܿଵ and ܿଶ are integration constants. 

By using the values of ܽ଴, ܽଵ , ܽଶ and ߰(ߦ) from Eq. (4.1.1), we obtain the following 

closed-form solution: 

(ߦ)ܷ = ±
6൫2ඥߛߚ + ൯ߤ√ߙ10√݅

య
మିߚ

య
రܿଵܿଶ݁

± 
೔ ටమඥഁംశ೔√భబഀ√ഋ  ഍

√భబ ഁ
భ
ర √ഋ

⎝

⎜
⎛
ට2ඥߛߚ + ଶܿߤ√ߙ10√݅ ∓ ߚ10√݅

భ
ర√ܿߤଵ݁

± 
೔ ටమඥഁംశ೔√భబഀ√ഋ  ഍

√భబ ഁ
భ
ర √ഋ

⎠

⎟
⎞

ଶ .     (4.1.57) 

Simplifying the solution (4.1.57), we find the following solution to the fifth-order KdV 

equation (4.1.47): 

,ݔ)ݑ (ݐ = ∓ቊ6൫2ඥߛߚ + ൯ߤඥߙ10√ ݅
య
మ ିߚ

య
ర ܿଵܿଶቋ

/ ቊቆ±݅ට2ඥߛߚ + ଶܿߤඥߙ10√݅ + ߚ10√
భ
రඥܿߤଵቇ cos൫(ݔ − ଵ) ℎଵ൯ߩݐ

+ ቆට2ඥߛߚ + ଶܿߤඥߙ10√݅

± ߚ10√݅
భ
రඥܿߤଵ൰ sin൫(ݔ − ଵ) ℎଵ൯ቋߩݐ

ଶ

,                                        (4.1.58) 

where ߩଵ = − ଼ఉఊమିଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

 and ℎଵ =
ටଶඥఉఊି√ଵ଴ఈ√ିఓ

ଶ√ଵ଴ఉ
భ
ర√ఓ

. Forasmuch as 1c  and 

2c  are integration constants, one may arbitrarily opt their values.  Therefore, if we opt 
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ܿଵ = ට2ඥߛߚ + and  ܿଶ  ߤ√ߙ10√݅ =  then from Eq. (4.1.58), we extract ,ߤ√ଵ/ସߚ10√݅∓

the following solution to the fifth-order KdV equation: 

,ݔ)ଵ,ଵ଻ݑ (ݐ = −
3൫5ߤ√ߙ + √10ඥ−ߛߚ൯ 

ߤ√ߚ10

×

⎩
⎨

⎧
1 − tanhଶ

⎝

⎛
ݔ) − ߛߚଵ)ට2ඥߩݐ − ߤ−√ߙ10√

ߚ10√2
భ
ర√−ߤ

⎠

⎞

⎭
⎬

⎫
,               (4.1.59) 

where ߩଵ = − ଼ఉఊమିଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

. 

Again, if we opt ܿଵ = ට2ඥߛߚ + and  ܿଶ  ߤ√ߙ10√݅ =  then from solution ,ߤ√ଵ/ସߚ10√݅±

(4.1.58), we extract the subsequent solitary wave solution to the fifth-order KdV 

equation: 

,ݔ)ଵ,ଵ଼ݑ (ݐ = −
3൫5ߤ√ߙ + √10ඥ−ߛߚ൯

ߤ√ߚ10
 

×

⎩
⎨

⎧
1 − cothଶ

⎝

⎛
ݔ) − ߛߚଵ)ට2ඥߩݐ − ߤ−√ߙ10√

ߚ10√2
భ
ర√−ߤ

⎠

⎞

⎭
⎬

⎫
,               (4.1.60) 

where ߩଵ = − ଼ఉఊమିଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

. 

Once again, if we opt ܿଵ = ට2ඥߛߚ + and  ܿଶ  ߤ√ߙ10√݅ =  then from exact ,ߤ√ଵ/ସߚ10√

solution (4.1.58), we accomplish the subsequent solitary wave solution to the fifth-order 

KdV equation: 

,ݔ)ଵ,ଵଽݑ (ݐ =
3൫−2ߛߚଶ + + ߤଶߙ5 ൯ߤ√ߛߚ−ඥߙ10√2

ߛߚ−൫2ඥߚ10√− + ߤ√൯ߤ√ߙ10√

× cscଶ

⎝

ߨ⎛
4 +

ݔ) − ߛߚଵ)ට2ඥߩݐ − ߦߤ−√ߙ10√

ߚ10√2
భ
ర√ߤ

⎠

⎞ ,                     (4.1.61) 
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where ߩଵ = − ଼ఉఊమିଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

. 

Furthermore, if we opt ܿଵ = ට2ඥߛߚ + and  ܿଶ  ߤ√ߙ10√݅ =  then from ,ߤ√ଵ/ସߚ10√−

solution (4.1.58), we derive the next solitary wave solution to the fifth-order KdV 

equation: 

,ݔ)ଵ,ଶ଴ݑ (ݐ =
3൫−2ߛߚଶ + + ߤଶߙ5 ൯ߤ√ߛߚ−ඥߙ10√2

ߛߚ−൫2ඥߚ10√− + ߤ√൯ߤ√ߙ10√

× cscଶ

⎝

ߨ⎛
4 −

ݔ) − ߛߚଵ)ට2ඥߩݐ − ߤ−√ߙ10√

ߚ10√2
భ
ర√ߤ

⎠

⎞ ,                       (4.1.62) 

where ߩଵ = − ଼ఉఊమିଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

. 

Case 2:  When ܽଶ = − ଺௜√ଵ଴√ఓ
ඥఉ

, then by a appropriate treatment, from Eqs. (4.1.51) to 

(4.1.55), we compute  

ܽଵ = ±
6ට2ඥߛߚ − ߤ√ߙ10√݅

ߚ
య
ర

, 

߱ = −
ଶߛߚ8 − ߤ√ߛߚඥߙ10√3݅ + ߤଶߙ5

ߤߚ50  

and 

(ߦ)߰  = ± ௜ √ଵ଴ ఉ
భ
ర √ఓ ௖భ

ටଶඥఉఊି௜√ଵ଴ఈ√ఓ
 ݁
∓ 
೔ ටమඥഁംష೔√భబഀ√ഋ  ഍

√భబ ഁ
భ
ర √ഋ + ܿଶ 

where ܿଵ and ܿଶ are constants  of integration. 

Putting the values of ܽ଴, ܽଵ, ܽଶ and ߰(ߦ) into Eq. (4.1.1), we obtain the following 

general solution to the Eq. (4.1.49): 
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(ߦ)ܷ = ±
6൫2ඥߛߚ − ൯ߤ√ߙ10√݅

య
మିߚ

య
రܿଵܿଶ݁

∓ 
೔ ටమඥഁംష೔√భబഀ√ഋ  ഍

√భబ ഁ
భ
ర √ഋ

⎝

⎜
⎛
ට2ඥߛߚ − ଶܿߤ√ߙ10√݅ ± ߚ10√݅

భ
ర√ܿߤଵ݁

∓ 
೔ ටమඥഁംష೔√భబഀ√ഋ  ഍

√భబ ഁ
భ
ర √ഋ

⎠

⎟
⎞

ଶ .     (4.1.63) 

Simplifying the solution (4.1.63), we establish the subsequent close-form solution to the 

fifth-order KdV equation (4.1.47): 

,ݔ)ݑ (ݐ = ∓ቊ6൫2ඥߛߚ − ൯ߤඥߙ10√ ݅
య
మ ିߚ

య
ర ܿଵܿଶቋ

/ ቊቆ∓݅ට2ඥߛߚ − ଶܿߤඥߙ10√݅ + ߚ10√
భ
రඥܿߤଵቇ cos൫(ݔ − ଶ) ℎଶ൯ߩݐ

+ ቆට2ඥߛߚ − ଶܿߤඥߙ10√݅

∓ ߚ10√݅
భ
రඥܿߤଵ൰ sin൫(ݔ − ଶ) ℎଶ൯ቋߩݐ

ଶ

,                                        (4.1.64) 

where, ߩଶ = − ଼ఉఊమାଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

 and ℎଶ =
ටଶඥఉఊା√ଵ଴ఈ√ିఓ

ଶ√ଵ଴ఉ
భ
ర√ఓ

.  

Now, one may arbitrarily put the values of ܿଵ and ܿଶ, because they are arbitrary constants. 

Therefore, if we put ܿଵ = ට2ඥߛߚ − and ܿଶ  ߤ√ߙ10√݅ =  .then from Eq ,ߤ√ଵ/ସߚ10√݅±

(4.1.64), we get the following solution to the fifth-order KdV equation: 

,ݔ)ଵ,ଶଵݑ (ݐ = −
3൫5ߤ√ߙ − √10ඥ−ߛߚ൯ 

ߤ√ߚ10

× sechଶ

⎝

⎛
ݔ) − ߛߚଶ)ට2ඥߩݐ + ߤ−√ߙ10√

ߚ10√2
భ
ర√−ߤ

⎠

⎞ ,                             (4.1.65) 

where ߩଶ = − ଼ఉఊమାଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

.  
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Alternatively, if we put ܿଵ = ට2ඥߛߚ − and  ܿଶ ߤ√ߙ10√݅ =  then from ,ߤ√ଵ/ସߚ10√݅∓

solution (4.1.64), we derive the following wave solution to the fifth-order KdV equation: 

,ݔ)ଵ,ଶଶݑ (ݐ =
3൫5ߤ√ߙ − √10ඥ−ߛߚ൯ 

ߤ√ߚ10

× cschଶ

⎝

⎛
ݔ) − ߛߚଶ)ට2ඥߩݐ + ߤ−√ߙ10√

ߚ10√2
భ
ర√ߤ

⎠

⎞ ,                             (4.1.66) 

where ߩଶ = − ଼ఉఊమାଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

. 

On the other hand, if we put ܿଵ = ට2ඥߛߚ + and ܿଶ ߤ−√ߙ10√ =  then from ,ߤ√ଵ/ସߚ10√

solution (4.1.64), we achieve the subsequent solitary wave solution to the fifth-order KdV 

equation: 

,ݔ)ଵ,ଶଷݑ (ݐ =
3൫2√10ߙඥ−ߤ√ߛߚ + ଶߛߚ2 − ൯ߤଶߙ5
ߛߚ−൫2ඥߚ10√− − ߤ√൯ߤ√ߙ10√

× cscଶ

⎝

ߨ⎛
4 +

ݔ) − ߛߚଶ)ට2ඥߩݐ + ߤ−√ߙ10√

ߚ10√2
భ
ర√ߤ

⎠

⎞ ,                       (4.1.67) 

where ߩଶ = − ଼ఉఊమାଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

. 

Again, if we put ܿଵ = ට2ඥߛߚ − and ܿଶ ߤ√ߙ10√݅ =  then from solution ,ߤ√ଵ/ସߚ10√−

(4.1.64), we find out the succeeding solitary wave solution to the fifth-order KdV 

equation: 

,ݔ)ଵ,ଶସݑ (ݐ =
3൫2√10ߙඥ−ߤ√ߛߚ + ଶߛߚ2 − ൯ߤଶߙ5
ߛߚ−൫2ඥߚ10√− − ߤ√൯ߤ√ߙ10√

× cscଶ

⎝

ߨ⎛
4 −

ݔ) − ߛߚଶ)ට2ඥߩݐ + ߤ−√ߙ10√

ߚ10√2
భ
ర√ߤ

⎠

⎞ ,                       (4.1.68) 
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where ߩଶ = − ଼ఉఊమାଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

. 

Since ܿଵ and ܿଶ are arbitrary constants, one might choose their values in different ways 

and each choice yields more general, efficient and accessible solutions to the fifth-order 

KdV equation in compact form. But to avoid monotony the residual solutions have not 

been recorded. 

Remark 4.1(c): The solutions (4.1.58)-(4.1.62), where ߩଵ = − ଼ఉఊమିଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

 

and the solutions (4.1.64)-(4.1.68), where ߩଶ = − ଼ఉఊమାଷ√ଵ଴ఈඥఉఊ√ିఓାହఈమఓ
ହ଴ఉఓ

 have been 

confirmed by putting them back into the original equation (4.1.47) and the validity has 

been established. 

4.1(d): The Modified Schamel  Equation for Acoustic Waves in 
Plasma Physics 

In this sub-section, we have carried through the MSE method to extract solitary wave 

solutions to the modified Schamel  equation concerned to acoustic waves, which is very 

important in plasma physics. Our aim is to examine some new solitary wave solutions to 

this equation by the MSE method. Let us consider the NLEEs establish by Schamel  for 

acoustic waves in plasma physics (Taha et al., 2013): 

௧ݑ + ௫ݑଵ/ଶݑ + ௫ ௫ ௫ݑ ߜ = 0,                                                                                       (4.1.69) 

where the weakness of the dispersion are measured by the small parameter  , it is 

controlled to the trapped particle of electron and suffix denotes the partial derivatives. 

The transformation, ݔ)ݑ, (ݐ = ,ݔ)ଶݒ  reduces the Eq. (4.1.69) into the following ,(ݐ

nonlinear wave equation, 

௧ݒ ݒ + ௫ݒଶݒ + ௫ ௫ݒ௫ݒ 3) ߜ + (௫ ௫ ௫ݒ ݒ = 0.                                                            (4.1.70) 
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In order to construct solitary wave solutions to the Schamel  equation for acoustic waves 

by applying the MSE method, we have used the following wave variable 

,ݔ)ݒ (ݐ = ߦ     ,(ߦ)ܷ = ݔ ݇ −  (4.1.71)                                                                              .ݐ ߱

The wave variable (4.1.71) reduces Eq. (4.1.70) into the following ODE: 

(−߱ + ݇ ܷ)ܷ ܷᇱ + ଷ(3 ܷᇱܷᇱᇱ݇ ߜ + ܷ ܷᇱᇱᇱ) = 0,                                                  (4.1.72) 

where the primes denote the derivatives with respect to ߦ. Integrating Eq. (4.1.72) with 

respect to ߦ, we then get a new ODE in the following form: 

−߱ 
ܷଶ

2 + ݇  
ܷଷ

3 + ଷ {(ܷᇱ)ଶ݇ ߜ + ܷܷᇱᇱ} + ܥ = 0,                                                 (4.1.73) 

where ܥ be the integrating constant. 

Balancing the terms ܷଷ and ܷܷᇱᇱ appearing in Eq. (4.1.73), we get ܰ = 2. Hence, the 

structure of the solution of Eq. (4.1.73) is similar to the Eq. (4.1.1). 

Now, inserting the values of ܷ, ܷᇱ  and ܷᇱᇱ from Eqs. (4.1.1)-(4.1.3) into Eq. (4.1.73), and 

executing the similar algorithm discussed in Sub-section 4.1(a) yields a set of 

simultaneous algebraic and differential equations for ܽ଴, ܽଵ, ܽଶ,  ߰(ߦ) and additional 

essential parameters, which are given below: 

ܥ −
1
6ܽ଴

ଶ(−3߱ + 2݇ܽ଴) = 0.                                                                                     (4.1.74) 

ܽ଴ܽଵ൫(−߱ + ݇ܽ଴)߰ᇱ + ݇ଷ߰ߜᇱᇱᇱ൯ = 0.                                                                     (4.1.75) 

ܽ଴ܽଶ൫(−߱ + ݇ܽ଴)(߰ᇱ)ଶ + 2݇ଷߜ(߰ᇱᇱ)ଶ + 2݇ଷ߰ߜᇱ߰ᇱᇱᇱ൯ − 3݇ଷܽߜ଴ܽଵ߰ᇱ߰ᇱᇱ

+ ܽଵଶ ቆቀ−
߱
2 + ݇ܽ଴ቁ (߰ᇱ)ଶ + ݇ଷߜ(߰ᇱᇱ)ଶ + ݇ଷ߰ߜᇱ߰ᇱᇱᇱቇ = 0.  (4.1.76) 

1
3߰

ᇱ ቀܽଵ൫݇ܽଵଶ(߰ᇱ)ଶ − 15݇ଷܽߜଵ߰ᇱ߰ᇱᇱ

+ 3ܽଶ(−߱(߰ᇱ)ଶ + 6݇ଷߜ(߰ᇱᇱ)ଶ + 3݇ଷ߰ߜᇱ߰ᇱᇱᇱ)൯

+ 6݇ܽ଴߰ᇱ(ܽଵ(݇ଶߜ + ܽଶ)߰ᇱ − 5݇ଶܽߜଶ߰ᇱᇱ)ቁ = 0.                     (4.1.77) 



49 
 

݇ܽଵଶ(3݇ଶߜ + ܽଶ)(߰ᇱ)ସ − 21݇ଷܽߜଵܽଶ(߰ᇱ)ଷ߰ᇱᇱ

+
1
2 ܽଶ

(߰ᇱ)ଶ൫2݇ܽ଴(6݇ଶߜ + ܽଶ)(߰ᇱ)ଶ

+ ܽଶ(−߱(߰ᇱ)ଶ + 12݇ଷߜ(߰ᇱᇱ)ଶ + 4݇ଷ߰ߜᇱ߰ᇱᇱᇱ)൯ = 0.             (4.1.78) 

݇ܽଶ(߰ᇱ)ସ(ܽଵ(12݇ଶߜ + ܽଶ)߰ᇱ − 18݇ଶܽߜଶ߰ᇱᇱ) = 0.                                            (4.1.79) 

1
3 ݇ܽଶ

ଶ(30݇ଶߜ + ܽଶ)(߰ᇱ)଺ = 0.                                                                                  (4.1.80) 

We have solved the Eqs. (4.1.74)-(4.1.80) to find out ia   (݅ = 1, 2,3, …  and other (ߦ)߰,(

necessary parameters. From Eq. (4.1.80), we obtain 

 ܽଶ = −30݇ଶߜ, since ܽଶ ≠ 0,  

And from Eq. (4.1.79), we obtain 

(ߦ)߰ =
900݇ସߜଶܿଵ

ܽଵଶ
݁

഍ೌభ
యబೖమഃ + ܿଶ,                                                                                (4.1.81) 

where ܿଵ and ܿଶ denote integrating constants. 

Then by a suitable exploitation, from Eqs. (4.1.74) to (4.1.78), we compute  

ܽ଴ = 0, ܽଵ = ܥ    ,߱√ߜ√݇√±15 = 0 

and 

ܽ଴ =
5߱
4݇ , ܽଵ = ܥ    ,߱√ߜ√݇√±15݅ =

25߱ଷ

192݇ଶ. 

Since we have two set of values of ܽ଴, ܽଵ and ܥ. Therefore, there arise two cases: 

Case 1:  When ܽ଴ = 0, ܽଵ = ܥ    ,߱√ߜ√݇√±15 = 0, then from Eq. (4.1.81), we get 

(ߦ)߰ =
4݇ଷܿߜଵ
߱ ݁± ഍√ഘ

మೖయ/మ√ഃ + ܿଶ 

where ܿଵ and ܿଶ are integrating constants. 

Putting the obtained values of ܽ଴, ܽଵ , ܽଶ and ߰(ߦ)  into Eq. (4.1.1), we explore the 

following solution to the Eq. (4.1.73): 
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(ߦ)ܷ =
30 ݇ଶ߱ߜଶܿଵܿଶ ݁± ഍√ഘ

మೖయ/మ√ഃ

ቆ4 ݇ଷܿߜଵ ݁± ഍√ഘ
మೖయ/మ√ഃ + ߱ܿଶቇ

ଶ .                                                                      (4.1.82) 

Since, we have used the transformation ݔ)ݑ, (ݐ = ,ݔ)ଶݒ ,ݔ)ݒ and (ݐ (ݐ =  so by ,(ߦ)ܷ

using inverse transformation, we derive the following solitary wave solution to the 

modified Schamel  equation for acoustic waves in plasma physics (4.1.69): 

,ݔ)ݑ (ݐ =
900 ݇ସߜଶ߱ସܿଵଶܿଶଶ  ݁± √ഘ(ೖೣష೟ഘ)

ೖయ/మ√ഃ

ቆ4 ݇ଷܿߜଵ ݁± √ഘ(ೖೣష೟ഘ)
మೖయ/మ√ഃ + ߱ܿଶቇ

ସ .                                                              (4.1.83) 

Simplifying the solution (4.1.83), we obtain the subsequent solution to the modified 

Schamel  equation: 

,ݔ)ݑ (ݐ = (900݇ସߜଶ߱ସܿଵଶܿଶଶ)

/ ቈ4݇ଷܿߜଵ ቊcosh ቆ
ݔ݇)߱√ − (߱ݐ

4݇
య
మ√ߜ

ቇ± sinhቆ
ݔ݇)߱√ − (߱ݐ

4݇
య
మ√ߜ

ቇቋ

+ ߱ܿଶ ቊcosh ቆ
ݔ݇)߱√ − (߱ݐ

4݇
య
మ√ߜ

ቇ ∓ sinh ቆ
ݔ݇)߱√ − (߱ݐ

4݇
య
మ√ߜ

ቇቋ቉
ସ

.   (4.1.84) 

Since ܿଵ and ܿଶ are free parameters, one may arbitrarily take their values. Thus, if we take 

ܿଵ = ߱  and  ܿଶ = 4݇ଷߜ,  then from Eq. (4.1.84), we derive the following bell shape 

solitons solution to the modified Schamel  equation: 

,ݔ)ଵ,ଶହݑ (ݐ =
225߱ଶ

64݇ଶ sechସ ቆ
ݔ݇)߱√ − (߱ݐ

4݇
య
మ√ߜ

ቇ .                                                        (4.1.85) 

Moreover, if we take ܿଵ = ߱  and  ܿଶ = −4݇ଷߜ, then from exact solution (4.1.84), we 

obtain the singular bell shape solitary wave solution to the modified Schamel  equation as 

follows: 

,ݔ)ଵ,ଶ଺ݑ (ݐ =
225߱ଶ

64݇ଶ cschସ ቆ
ݔ݇)߱√ − (߱ݐ

4݇
య
మ√ߜ

ቇ .                                                        (4.1.86) 
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Again, if we take ܿଵ = ߱  and  ܿଶ = ±݅ 4݇ଷߜ, then from solution (4.1.84), we derive the 

following solitary wave solution to the modified Schamel  equation: 

,ݔ)ଵ,ଶ଻ݑ (ݐ =
225߱ଶ

64݇ଶ  cscସ ቆ
ߨ
4 −

ݔ݇)߱√ − (߱ݐ

4݇
య
మ√−ߜ

ቇ .                                                 (4.1.87) 

Once again, if we take ܿଵ = ߱  and  ܿଶ = ∓݅ 4݇ଷߜ, then from solution (4.1.84), we derive 

the subsequent solitary wave solution to the modified Schamel  equation: 

,ݔ)ଵ,ଶ଼ݑ (ݐ =
225߱ଶ

64݇ଶ  cscସ ቈ
ߨ
4 +

ݔ݇)߱√ − (߱ݐ

4݇
య
మ√−ߜ

቉ .                                                   (4.1.88) 

Case 2: When ܽ଴ = ହఠ
ସ௞

, ܽଵ = ܥ    ,߱√ߜ√݇√±15݅ = ଶହఠయ

ଵଽଶ௞మ
, then from Eq. (4.1.81), we 

get 

(ߦ)߰ = −
4݇ଷܿߜଵ
߱

݁± ೔ ഍√ഘ
మೖయ/మ√ഃ + ܿଶ 

where ܿଵ and ܿଶ are constants of integration. 

By means of the values of ܽ଴, ܽଵ, ܽଶ and ߰(ߦ), from Eq. (4.1.1), we obtain the following 

solution to the Eq. (4.1.73): 

(ߦ)ܷ =
5߱
4݇ +

30 ݇ଶ߱ߜଶܿଵܿଶ ݁± ೔ ഍√ഘ
మೖయ/మ√ഃ

ቆ−4 ݇ଷܿߜଵ ݁± ೔ ഍√ഘ
మೖయ/మ√ഃ + ߱ܿଶቇ

ଶ .                                                       (4.1.89) 

By means of inverse transformation, we derive the following solitary wave solution to the 

modified Schamel  equation: 

,ݔ)ݑ (ݐ =

⎩
⎪
⎨

⎪
⎧

5߱
4݇ +

30 ݇ଶ߱ߜଶܿଵܿଶ ݁±೔ (ೖೣష೟ഘ)√ഘ
మೖయ/మ√ഃ

ቆ−4 ݇ଷܿߜଵ ݁±೔ (ೖೣష೟ഘ)√ഘ
మೖయ/మ√ഃ + ߱ܿଶቇ

ଶ

⎭
⎪
⎬

⎪
⎫
ଶ

.                                      (4.1.90) 

Simplifying the solution (4.1.90), we determine the subsequent solution: 
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,ݔ)ݑ (ݐ = ൭25߱ଶ ቈ16݇଺ߜଶܿଵଶ ቊcos ቆ
ݔ݇) − ߱√(߱ݐ

2݇
య
మ√ߜ

ቇ ± ݅sinቆ
ݔ݇) − ߱√(߱ݐ

2݇
య
మ√ߜ

ቇቋ

+ 16݇ଷܿ߱ߜଵܿଶ

+ ߱ଶܿଶଶ ቊcosቆ
ݔ݇) − ߱√(߱ݐ

2݇
య
మ√ߜ

ቇ ∓ ݅sinቆ
ݔ݇) − ߱√(߱ݐ

2݇
య
మ√ߜ

ቇቋ቉
ଶ

൱

/൭16݇ଶ ቈ−4݇ଷܿߜଵ ቊcosቆ
ݔ݇) − ߱√(߱ݐ

4݇
య
మ√ߜ

ቇ ± ݅sinቆ
ݔ݇) − ߱√(߱ݐ

4݇
య
మ√ߜ

ቇቋ

+ ߱ܿଶ ቊcos ቆ
ݔ݇) − ߱√(߱ݐ

4݇
య
మ√ߜ

ቇ∓ ݅sinቆ
ݔ݇) − ߱√(߱ݐ

4݇
య
మ√ߜ

ቇቋ቉
ସ

൱ .   (4.1.91) 

Since ܿଵ and ܿଶ are arbitrary constants, one may intuitively choose their values. Thus, if 

we choose ܿଵ = ߱  and  ܿଶ = 4݇ଷߜ, then from Eq. (4.1.91), we obtain the following bell 

shape solution to the modified Schamel  equation: 

,ݔ)ଵ,ଶଽݑ (ݐ =
25߱ଶ

64݇ଶ ቊ−2− 3 cschଶ ቆ
ݔ݇)߱√ − (߱ݐ

4݇
య
మ√−ߜ

ቇቋ
ଶ

.                                     (4.1.92) 

Furthermore, if we choose ܿଵ = ߱  and  ܿଶ = −4݇ଷߜ , then from solution (4.1.91), we 

attain the singular bell shape solitary wave solution to the modified Schamel  equation as 

follows: 

,ݔ)ଵ,ଷ଴ݑ (ݐ =
25߱ଶ

64݇ଶ ቊ2 − 3 sechଶ ቆ
ݔ݇)߱√ − (߱ݐ

4݇
య
మ√−ߜ

ቇቋ
ଶ

.                                        (4.1.93) 

On the other hand, if we choose ܿଵ = ߱  and  ܿଶ = ±݅ 4݇ଷߜ, then from solution (4.1.91), 

we achieve the following solitary wave solution to the modified Schamel  equation: 

,ݔ)ଵ,ଷଵݑ (ݐ =
25߱ଶ

64݇ଶ ቊ−2 + 3 cscଶ ቆ
ߨ
4 −

ݔ݇)߱√ − (߱ݐ

4݇
య
మ√ߜ

ቇቋ
ଶ

.                               (4.1.94) 

Again, if we choose ܿଵ = ߱  and  ܿଶ = ∓݅ 4݇ଷߜ, then from solution (4.1.91), we get the 

following solitary wave solution to the modified Schamel  equation: 
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,ݔ)ଵ,ଷଶݑ (ݐ =
25߱ଶ

64݇ଶ ቊ2 − 3 cscଶ ቆ
ߨ
4 +

ݔ݇)߱√ − (߱ݐ

4݇
య
మ√ߜ

ቇቋ
ଶ

.                                   (4.1.95) 

Since, ܿଵ and ܿଶ are arbitrary constants for further choices of ܿଵ and ܿଶ, we might obtain 

some potential and more general solitary wave solutions to the modified Schamel  

equation for acoustic waves in plasma physics (4.1.69) by using the MSE method with the 

aid symbolic computation software, like Mathematica. 

Remark 4.1(d): The solutions (4.1.85)-(4.1.88) and (4.1.92)-(4.1.95) have been validated 

by putting them back into the initial equation (4.1.69) and found perfect. 

4.1(e): The Modified Kadomtsev-Petviashvili (KP) Equation 
for Acoustic Waves in Plasma Physics 

In this sub-section, we have ensured the use of the MSE method to extract exact solitary 

wave solutions to the modified Kadomtsev-Petviashvili (KP) equation for acoustic waves, 

which is very important in plasma physics. The nonlinear modified KP equation is a very 

attractive model for the study in ion acoustic waves, also this equation holds a square 

derivation in multi-type plasma fabricated of non-isothermal electrons in plasma physics. 

Let us consider the modified KP equation for acoustic waves in plasma physics as follows 

(Taha et al., 2013): 

൫ݑ௧ + ௫ݑଵ/ଶݑ ߙ + ௫ ௫ ௫൯௫ݑ ߚ + ௬ ௬ݑ ߜ = 0,                                                            (4.1.96) 

where the weakness of the scattering can be measured by the small parameters ߚ,ߙ and ߜ, 

it is controlled to the trapped particle of electron and suffix denotes the partial derivatives. 

Consider the transformation ݔ)ݑ, ,ݕ (ݐ = ,ݔ)ଶݒ ,ݕ  then the Eq. (4.1.96) can be ,(ݐ

written as 

௧ݒ ݒ) + ௫ݒଶݒߙ + ௫ ௫ݒ௫ݒ ߚ 3 + ௫ ௫ ௫)௫ݒ ݒ ߚ + ௬൯ݒ ቄ൫ ߜ
ଶ

+ ௬ ௬ቅݒ ݒ = 0.          (4.1.97) 
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In order to construct solitary wave solutions to the modified KP equation (4.1.96) by 

using the MSE method, we organize the traveling wave variable as follows: 

,ݕ,ݔ)ݒ (ݐ = ߦ     ,(ߦ)ܷ = ݔ + ݕ ݇ −  (4.1.98)                                                                 .ݐ ߱

We operate the traveling wave transformation (4.1.98), then Eq. (4.1.97) switch to the 

following ODE: 

{−߱ ܷܷᇱ + ଶܷᇱܷ ߙ + ᇱܷᇱᇱܷ 3) ߚ + ܷܷᇱᇱᇱ)}ᇱ + ଶ{(ܷᇱ)ଶ݇ ߜ + ܷܷᇱᇱ} = 0,    (4.1.99) 

where primes indicate the derivatives with respect to ߦ. Integrating Eq. (4.1.99) with 

respect to ߦ and setting the integrating constant to zero, we achieve the subsequent ODE: 

ଶ݇ ߜ) − ߱) ܷ ܷᇱ + ଶ ܷᇱܷ ߙ + ᇱܷᇱᇱܷ 3) ߚ + ܷ ܷᇱᇱᇱ) = 0.                                (4.1.100) 

Now, balancing the terms ܷଶܷᇱ and ܷܷᇱᇱᇱ appearing in Eq. (4.1.100), we derive ܰ = 2. 

So, the outline of solution of Eq. (4.1.100) is analogous to the solution Eq. (4.1.1). 

Hence, we have used the values of ܷ, ܷᇱ,   ܷᇱᇱ and  ܷᇱᇱᇱ from the Eq. (4.1.1)-(4.1.4) into 

Eq. (4.1.100) and then the left-hand side of Eq. (4.1.100) is converted into a polynomial 

of ቀ ଵ
ట(క)

ቁ. We assemble all the coefficients of the same order of the resultant polynomial 

ቀ ଵ
ట(క)

ቁ
௜

, (݅ = 0, 1, 2, 3,⋯ ) to zero, which yield a system of algebraic and differential 

equations for ܽ௜   (݅ = 0, 1, 2,⋯  and other needful constraints. Here it is (ߦ)߰ ,(ܰ,

noteworthy to observe that for the KP equation, we did not get any equation concerning 

the value ݅ = 0. Thus, we obtain the other subsequent algebraic and differential 

equations: 

ܽ଴ܽଵ൛(݇ଶߜ − ߱ + ଴)߰ᇱᇱܽߙ + ൟ(୧୴)߰ߚ = 0.                                                          (4.1.101) 

଴ଶ߰ᇱ(−ܽଵ߰ᇱܽߙ + 2ܽଶ߰ᇱᇱ) + ܽଵଶൣ3߰ߚᇱᇱ߰ᇱᇱᇱ + ߰ᇱ൛(݇ଶߜ − ߱)߰ᇱᇱ + ൟ൧(୧୴)߰ߚ

+ ܽ଴ ቂ2ܽߙଵଶ߰ᇱ߰ᇱᇱ − ܽଵ{(݇ଶߜ − ߱)(߰ᇱ)ଶ + ଶ(ᇱᇱ߰)ߚ3 + {ᇱ߰ᇱᇱᇱ߰ߚ4

+ 2ܽଶ ቄ3߰ߚᇱᇱ߰ᇱᇱᇱ + ߰ᇱ ቀ(݇ଶߜ − ߱)߰ᇱᇱ + ቁቅቃ(୧୴)߰ߚ = 0.     (4.1.102) 
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3ܽଵ ቂܽଶ ቄ2ߚ(߰ᇱᇱ)ଷ + ᇱ߰ᇱᇱ߰ᇱᇱᇱ߰ߚ6 + (߰ᇱ)ଶ ቀ(݇ଶߜ − ߱)߰ᇱᇱ + ቁቅ(୧୴)߰ߚ

+ 2ܽ଴(2ߚ + ଶ)(߰ᇱ)ଶ߰ᇱᇱቃܽߙ − 2ܽ଴ܽଶ(݇ଶߜ − ߱ + ଴)(߰ᇱ)ଷܽߙ

− 2ܽ଴ܽଶ߰ᇱ{12ߚ(߰ᇱᇱ)ଶ + −{ᇱ߰ᇱᇱᇱ߰ߚ7 ܽଵଶ(݇ଶߜ − ߱ + ଴)(߰ᇱ)ଷܽߙ2

− ܽଵଶ߰ᇱ{12ߚ(߰ᇱᇱ)ଶ + {ᇱ߰ᇱᇱᇱ߰ߚ7 + ଵଷ(߰ᇱ)ଶ߰ᇱᇱܽߙ = 0.           (4.1.103) 

߰ᇱ ቂ−ܽߙଵଷ(߰ᇱ)ଷ + ܽଵଶ(27ߚ + ଶ)(߰ᇱ)ଶ߰ᇱᇱܽߙ4 − 6ܽ଴ܽଵ(ߚ + ଶ)(߰ᇱ)ଷܽߙ

+ 2ܽଶଶ ቄ6ߚ(߰ᇱᇱ)ଷ + ᇱ߰ᇱᇱ߰ᇱᇱᇱ߰ߚ9 + (߰ᇱ)ଶ ቀ(݇ଶߜ − ߱)߰ᇱᇱ + ቁቅ(୧୴)߰ߚ

− 3ܽଵܽଶ߰ᇱ{(݇ଶߜ − ߱)(߰ᇱ)ଶ + ଶ(ᇱᇱ߰)ߚ27 + {ᇱ߰ᇱᇱᇱ߰ߚ10

+ 2ܽ଴ܽଶ(27ߚ + ଶ)(߰ᇱ)ଶ߰ᇱᇱቃܽߙ2 = 0.                                      (4.1.104) 

−(߰ᇱ)ଷൣ4ܽଵଶ(3ߚ + ଶ)(߰ᇱ)ଶܽߙ − ܽଵܽଶ(144ߚ + ଶ)߰ᇱ߰ᇱᇱܽߙ5

+ 2ܽଶ൛ܽଶ൫(݇ଶߜ − ߱)(߰ᇱ)ଶ + ଶ(ᇱᇱ߰)ߚ48 + ᇱ߰ᇱᇱᇱ൯߰ߚ13

+ 2ܽ଴(6ߚ + ଶ)(߰ᇱ)ଶൟ൧ܽߙ = 0.                                                    (4.1.105) 

ܽଶ(߰ᇱ)ହ(−5ܽଵ(12ߚ + ଶ)߰ᇱܽߙ + 2ܽଶ(75ߚ + (ଶ)߰ᇱᇱܽߙ = 0.                         (4.1.106) 

−2ܽଶଶ(30ߚ + ଶ)(߰ᇱ)଻ܽߙ = 0.                                                                                 (4.1.107) 

Now, we have solved Eqs. (4.1.101)-(4.1.107) in order to find out the values of ܽ଴, ܽଵ, ܽଶ 

and ߰(ߦ). From Eq. (4.1.106), we derive 

(ߦ)߰ =
ଵܿߚ30
ଵܽߙ

 ݁
ഀ഍ೌభ
యబഁ + ܿଶ,                                                                                       (4.1.108) 

where ܿଵ and ܿଶ are constants of integration. 

From Eq. (4.1.107), we derive 

 ܽଶ = − ଷ଴ఉ
ఈ

,     since ܽଶ ≠ 0. 

Therefore, using the values of ܽଶ and ߰(ߦ) into Eqs. (4.1.101) to (4.1.105) yields a set of 

algebraic equation for ܽ଴ and ܽଵ and solving the algebraic equations, we obtain 
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ܽ଴ = 0,     ܽଵ = ±
15ඥ−݇ଶߜߚ + ߱ߚ

ߙ  

and 

ܽ଴ = −
5(݇ଶߜ − ߱)

ߙ4 ,     ܽଵ = ±
15ඥ݇ଶߜߚ − ߱ߚ

ߙ . 

Hence the following two cases arise: 

Case 1:  When ܽ଴ = 0 and ܽଵ = ± ଵହඥି௞మఉఋାఉఠ
ఈ

, inserting the value of ܽଵ into Eq. 

(4.1.108), we obtain 

(ߦ)߰ = ±
ଵܿߚ2

ඥ−݇ଶߜߚ + ߱ߚ
݁± 

഍ටషೖమഁഃశഁഘ

మഁ + ܿଶ 

where ܿଵ and ܿଶ are arbitrary constants. 

Now, inserting the values of ܽ଴, ܽଵ , ܽଶ and ߰(ߦ), from Eq. (4.1.1), we obtain the 

following solution to the Eq. (4.1.100): 

(ߦ)ܷ = ∓
ߜଶ݇)ߚ15 − ߱)ඥߚ(−݇ଶߜ + ߱)ܿଵܿଶ ݁± 

഍ටഁ൫షೖమഃశഘ൯

మഁ

ߙ ቐ±2ܿߚଵ ݁± 
഍ටഁ൫షೖమഃశഘ൯

మഁ + ඥߚ(−݇ଶߜ + ߱)ܿଶቑ

ଶ .                        (4.1.109) 

Now, using the inverse transformation, we obtain the solution to the modified KP 

equation in the following form: 

,ݕ,ݔ)ݑ (ݐ =
ߜଷ(݇ଶߚ225 − ߱)ଶ(−݇ଶߜ + ߱)ܿଵଶܿଶଶ ݁± 

ටഁ൫షೖమഃశഘ൯ (ೣశೖ೤ష೟ഘ)

ഁ

ଶߙ ቐ±2ܿߚଵ ݁± 
ටഁ൫షೖమഃశഘ൯ (ೣశೖ೤ష೟ഘ)

మഁ + ඥߚ(−݇ଶߜ + ߱)ܿଶቑ

ସ .     (4.1.110) 

Simplifying the solution (4.1.110), we obtain the subsequent solution to the modified KP 

equation: 
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,ݕ,ݔ)ݑ (ݐ = ߜଷ(݇ଶߚ225)− − ߱)ଷܿଵଶܿଶଶ)

/ ൬ߙଶ ቂ2ߚ൛±cosh൫σ (ݔ + ݕ݇ − ൯(߱ݐ + sinh൫σ (ݔ + ݕ݇ − ൯ൟܿଵ(߱ݐ

+ ඥߚ(−݇ଶߜ + ߱)൛cosh൫σ (ݔ + ݕ݇ − ൯(߱ݐ

∓ sinh൫σ (ݔ + ݕ݇ − ൯ൟܿଶ൧(߱ݐ
ସቁ ,                                                (4.1.111) 

where ߪ = ඥఉ(ି௞మఋାఠ) 
ସఉ

. 

Forasmuch as ܿଵ and ܿଶ are arbitrary constants, one may randomly select their values. If 

we take ܿଵ = ±ඥߚ(−݇ଶߜ + ߱)  and  ܿଶ =  then from Eq. (4.1.111), we find out the  ,ߚ2

following bell shape soliton solution to the modified KP equation: 

,ݔ)ଵ,ଷଷݑ ,ݕ (ݐ =
225(−݇ଶߜ + ߱)ଶsechସ ൬ඥఉ(ି௞మఋାఠ)(௫ା௞௬ି௧ఠ)

ସఉ
൰

ଶߙ64 .                  (4.1.112) 

Furthermore, if we take ܿଵ = ∓ඥߚ(−݇ଶߜ + ߱)  and  ܿଶ =  then from solution ,ߚ2

(4.1.111), we find out the singular bell shape solitary wave solution to the modified KP 

equation: 

,ݔ)ଵ,ଷସݑ ,ݕ (ݐ =
225(−݇ଶߜ + ߱)ଶ cschସ ൬ඥఉ(ି௞మఋାఠ)(௫ା௞௬ି௧ఠ)

ସఉ
൰

ଶߙ64 .                  (4.1.113) 

Alternatively, if we take ܿଵ = ݅ඥߚ(−݇ଶߜ + ߱)  and  ܿଶ =  ,from solution (4.1.111) ,ߚ2

we find out the subsequent solitary wave solution to the modified KP equation: 

,ݔ)ଵ,ଷହݑ ,ݕ (ݐ = −{225(−݇ଶߜ + ߱)ଶ}

/ ቈ8ߙଶ ቊ−3 + cosቆ
√݇ଶߜ − ݔ)߱ + ݕ݇ − (߱ݐ

ඥߚ
ቇ

+ 4sin ቆ
√݇ଶߜ − ݔ)߱ + ݕ݇ − (߱ݐ

2ඥߚ
ቇቋ቉  .                                     (4.1.114) 



58 
 

Once again, if we take ܿଵ = −݅ඥߚ(−݇ଶߜ + ߱)  and  ܿଶ =  ,from solution (4.1.111) ,ߚ2

we find out the following solitary wave solution to the modified KP equation: 

,ݔ)ଵ,ଷ଺ݑ ,ݕ (ݐ = −{225(݇ସߜଶ − 2݇ଶ߱ߜ + ߱ଶ)}

/ ൥8ߙଶ ൝−3 + cos൭
ඥߚ(݇ଶߜ − ݔ)(߱ + ݕ݇ − (߱ݐ

ߚ
൱

− 4sin ൭
ඥߚ(݇ଶߜ − ݔ)(߱ + ݕ݇ − (߱ݐ

ߚ2
൱ൡ൩.                               (4.1.115) 

Case 2: When ܽ଴ = − ହ൫௞మఋିఠ൯
ସఈ

 and ܽଵ = ± ଵହඥ௞మఉఋିఉఠ
ఈ

,  inserting the value of ܽଵ into 

Eq. (4.1.108), we obtain 

(ߦ)߰ = ±
ଵܿߚ2

ඥ݇ଶߜߚ − ߱ߚ
݁± 

഍ටೖమഁഃషഁഘ

మഁ + ܿଶ 

where ܿଵ and ܿଶ are arbitrary constants. 

Now, inserting the values of ܽ଴, ܽଵ , ܽଶ and ߰(ߦ), from Eq. (4.1.1), we obtain the 

following solution to the Eq. (4.1.100): 

(ߦ)ܷ = −቎5ߚ(݇ଶߜ − ߱) ቐ4ܿߚଵଶ݁
±
഍ටഁ൫ೖమഃషഘ൯

ഁ ∓ 8ඥߚ(݇ଶߜ − ߱)ܿଵܿଶ݁
±
഍ටഁ൫ೖమഃషഘ൯

మഁ

+ (݇ଶߜ − ߱)ܿଶଶ
ቋ቏

/ ൦4ߙ ቐ±2ܿߚଵ݁
±
഍ටഁ൫ೖమഃషഘ൯

మഁ + ඥߚ(݇ଶߜ − ߱)ܿଶቑ

ଶ

൪ .                (4.1.116) 

Now, under application of inverse transformation, we obtain the solution to the modified 

KP equation in the following form: 
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,ݕ,ݔ)ݑ (ݐ = ൦25ߚଶ(݇ଶߜ − ߱)ଶ ቐ4ܿߚଵଶ݁
±

(ೣశೖ೤ష೟ഘ)ටഁ൫ೖమഃషഘ൯

ഁ ∓ 8ඥߚ(݇ଶߜ − ߱)ܿଵܿଶ

× ݁±
(ೣశೖ೤ష೟ഘ)ටഁ൫ೖమഃషഘ൯

మഁ + (݇ଶߜ − ߱)ܿଶଶ
ቋ
ଶ

቏

/ ൦16ߙଶ ቐܿଶඥߚ(݇ଶߜ − ߱) ± ଵ݁ܿߚ2
±

(ೣశೖ೤ష೟ഘ)ටഁ൫ೖమഃషഘ൯

మഁ ቑ

ସ

൪ .  (4.1.117) 

Upon simplification, the solution (4.1.117) transformed to the following hyperbolic 

solution to the modified KP equation: 

,ݕ,ݔ)ݑ (ݐ = ൬25ߚଶ(−݇ଶߜ + ߱)ଶ ቂ−8ඥߚ(݇ଶߜ − ߱)ܿଵܿଶ + ଵଶܿߚ4

× ൛cosh൫2θ(ݔ + ݕ݇ − ൯(߱ݐ + sinh൫2θ(ݔ + ݕ݇ − ൯ൟ(߱ݐ

+ (݇ଶߜ − ߱)ܿଶଶ

× ൛cosh൫2θ(ݔ + ݕ݇ − ൯(߱ݐ − sinh൫2θ(ݔ + ݕ݇ − ൯ൟ൧(߱ݐ
ଶቁ

/ ൬16ߙଶ ቂ2ܿߚଵ൛cosh൫θ(ݔ + ݕ݇ − ൯(߱ݐ + sinh൫θ(ݔ + ݕ݇ − ൯ൟ(߱ݐ

+ ܿଶඥߚ(݇ଶߜ − ߱)൛cosh൫θ(ݔ + ݕ݇ − ൯(߱ݐ

− sinh൫θ(ݔ + ݕ݇ − ൯ൟ൧(߱ݐ
ସቁ ,                                                     (4.1.118) 

where ߠ = ඥ(௞మఋିఠ)
ସඥఉ

. 

Now, we choose ܿଵ = ±ඥߚ(݇ଶߜ − ߱)  and  ܿଶ = because 1c ,ߚ2  and 2c  are arbitrary 

constants. Then from Eq. (4.1.118), we derive the following solution to the modified KP 

equation: 
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,ݔ)ଵ,ଷ଻ݑ ,ݕ (ݐ =
25(−݇ଶߜ + ߱)ଶ

ଶߙ64 sechସ ൭
ඥߚ(݇ଶߜ − ݔ)(߱ + ݕ݇ − (߱ݐ

ߚ4
൱

× ൝−2 + cosh൭
ඥߚ(݇ଶߜ − ݔ)(߱ + ݕ݇ − (߱ݐ

ߚ2
൱ൡ

ଶ

.                 (4.1.119) 

In addition, if we choose ܿଵ = ∓ඥߚ(݇ଶߜ − ߱)  and  ܿଶ =  then from solution ,ߚ2

(4.1.118), we obtain the subsequent solution to the modified KP: 

,ݔ)ଵ,ଷ଼ݑ ,ݕ (ݐ =
1

ଶߙ64 25(−݇ଶߜ + ߱)ଶcschସ ൭
ඥߚ(݇ଶߜ − ݔ)(߱ + ݕ݇ − (߱ݐ

ߚ4
൱

× ൝2 + cosh൭
ඥߚ(݇ଶߜ − ݔ)(߱ + ݕ݇ − (߱ݐ

ߚ2
൱ൡ

ଶ

.                     (4.1.120) 

On the other hand, if we pick ܿଵ = ݅ඥߚ(݇ଶߜ − ߱)  and  ܿଶ =  then from solution ,ߚ2

(4.1.118), we explore the following solitary wave solution to the modified KP equation: 

,ݔ)ଵ,ଷଽݑ ,ݕ (ݐ =
1

ଶߙ64 25(݇ଶߜ − ߱)ଶ × ൭2 + sin ൥
ඥ−ߚ(݇ଶߜ − ݔ)(߱ + ݕ݇ − (߱ݐ

ߚ2
൩൱

ଶ

× cscସ ൭
ߨ
4 −

ඥ−ߚ(݇ଶߜ − ݔ)(߱ + ݕ݇ − (߱ݐ
ߚ4

൱ .                       (4.1.121) 

However, if we put ܿଵ = −݅ඥߚ(݇ଶߜ − ߱)  and  ܿଶ =  ,then from solution (4.1.118) ,ߚ2

we derive the following solitary wave solution to the modified KP equation: 

,ݔ)ଵ,ସ଴ݑ ,ݕ (ݐ =
1

ଶߙ64 25(݇ଶߜ − ߱)ଶcscସ ቆ
ߨ
4 +

√−݇ଶߜ + ݔ)߱ + ݕ݇ − (߱ݐ

4ඥߚ
ቇ

× ቊ−2 + sin ቆ
√−݇ଶߜ + ݔ)߱ + ݕ݇ − (߱ݐ

2ඥߚ
ቇቋ

ଶ

.                       (4.1.122) 

In view of the fact that, ܿଵ and ܿଶ are arbitrary constants for any choices of ܿଵ and ܿଶ, we 

might obtain some admirable new and more general solitary wave solutions to the 
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modified KP equation for acoustic waves in plasma physics (4.1.96) via the MSE method 

with sincerity of typical computation software, i.e. Mathematica. 

Remark 4.1(e): The solutions (4.1.112)-(4.1.115) and (4.1.119)-(4.1.122) have been 

verified by putting them back into the original equation (4.1.96) and found accurate. 

4.1(f): The Strain Wave Equation in Microstructured Solids 

In this sub-section, we have put through the MSE method to extract solitary wave 

solutions to the strain wave equation in microstructured solids, which is a very important 

equation in the field of engineering. We have sought some new solitary wave solutions to 

this equation by using the MSE method. Let us consider strain wave equation in 

microstructured solids in the following form: 

௧௧ݑ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ ߝ − ௫௫௧ݑଶߙߛ + ௫௫௫௫ݑଷߙߜ − ସߙߜ) − ௫௫௧௧ݑ(଻ߙଶߛ

+ ௫௫௫௫௧ݑହߙ)ߜߛ + (௫௫௧௧ݑ଺ߙ = 0.                                                  (4.1.123) 

4.1(f)-I: The Non-dissipative Case 

The system is non-dissipative, if 0  and governed by the double dispersive equation 

(Pastrone, 2009; Pastrone et al., 2004; Porubov and Pastrone, 2004; Samsonov, 2001), 

௧௧ݑ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ ߝ + ௫௫௫௫ݑଷߙߜ − ௫௫௧௧ݑସߙߜ = 0.                                     (4.1.124) 

The balance between dispersion and nonlinearities happen when )( O . Therefore, 

(4.1.124) becomes 

௧௧ݑ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ} ߝ − ௫௫௫௫ݑଷߙ + {௫௫௧௧ݑସߙ = 0.                                       (4.1.125) 

In order to construct exact traveling wave solutions to the strain wave equation in 

microstructured solids for non-dissipative case by concerning the MSE method, we have 

considered the traveling wave variable specified in (4.1.7). 
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The traveling wave transformation (4.1.7), reduces Eq. (4.1.125) to the following 

equation: 

(߱ଶ − 1) ܷᇱᇱ − ଵ( ܷଶ)ᇱᇱߙ൛ߝ − ଷߙ) −߱ଶߙସ) ܷ(௜௩)ൟ = 0,                                   (4.1.126) 

where prime shows the derivative with respect to ߦ. By integrating Eq. (4.1.126) twice 

with respect to ߦ, we obtain the subsequent ODE: 

(߱ଶ − 1) ܷ − ଵܷଶߙ}ߝ − ଷߙ) −߱ଶߙସ) ܷᇱᇱ} = 0,                                                (4.1.127) 

where the integration constants are set to zero, as we are seeking solitary wave solutions.  

Now, balancing the nonlinear term of the highest order ܷଶ and the highest order 

derivative ܷᇱᇱ of the Eq. (4.1.127), we obtain ܰ = 2. So, the outline of the solution of Eq. 

(4.1.127) is similar to the Eq. (4.1.1). 

Now, we have used the values of ܷ and  ܷᇱᇱ from the Eq. (4.1.1) and Eq. (4.1.3) into Eq. 

(4.1.127), and executing the parallel course of algorithm discussed in Sub-section 4.1(a) 

yields a set of simultaneous algebraic and differential equations for ܽ଴, ܽଵ, ܽଶ,  ߰(ߦ) and 

additional essential parameters, which are given in the subsequent form: 

ܽ଴(−1 + ߱ଶ − (ଵߙ଴ܽ ߝ = 0.                                                                                   (4.1.128) 

ܽଵ{(−1 + ߱ଶ − ଵ)߰ᇱߙ଴ܽߝ2 + ଷߙ)ߝ − ߱ଶߙସ)߰ᇱᇱᇱ} = 0.                                   (4.1.129) 

ଵ߰ᇱߙଵ߰ᇱ{ܽଵܽߝ− + ଷߙ)3 − ߱ଶߙସ)߰ᇱᇱ}

+ ܽଶ{(−1 + ߱ଶ − ଵ)(߰ᇱ)ଶߙ଴ܽߝ2 + ଷߙ)ߝ2 −߱ଶߙସ)(߰ᇱᇱ)ଶ

+ ଷߙ)ߝ2 −߱ଶߙସ)߰ᇱ߰ᇱᇱᇱ} = 0.                                                     (4.1.130) 

ଵߙଶ{ܽଵ(ܽଶ(ᇱ߰)ߝ2− − ଷߙ + ߱ଶߙସ)߰ᇱ + 5ܽଶ(ߙଷ − ߱ଶߙସ)߰ᇱᇱ} = 0.              (4.1.131) 

ଵߙଶ(ܽଶܽߝ− − ଷߙ6 + 6߱ଶߙସ)(߰ᇱ)ସ = 0.                                                              (4.1.132) 

From Eqs. (4.1.128) and (4.1.132), we compute 

ܽ଴ = 0,   
−1 + ߱ଶ

ଵߙߝ
 

and 
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ܽଶ =
ଷߙ)6 − ߱ଶߙସ)

ଵߙ
,     scince ܽଶ ≠ 0. 

Therefore, for the values of ܽ଴, the following two cases arise: 

Case 1:  When ܽ଴ = 0, we have to adopt the same technique as we have adopted in 

section 4.1(a). Therefore, from Eqs. (4.1.129) to (4.1.131), we obtain 

ܽଵ = ±
6݅√−1 + ߱ଶඥߙଷ − ߱ଶߙସ

ଵߙߝ√
 

and 

(ߦ)߰ = ܿଶ +
ଷߙ−)ଵܿߝ + ߱ଶߙସ)

−1 + ߱ଶ  ݁
∓ ೔഍ඥషభశഘమ

√ഄටഀయషഘమഀర  

where ܿଵ and ܿଶ are integration constants. 

Setting the values of 210 ,, aaa  and ߰(ߦ) in Eq. (4.1.1) and then we found the 

exponential solution of the ODE (4.1.127) as: 

(ߦ)ܷ =
6݁

± ೔഍ඥషభశഘమ

√ഄටഀయషഘమഀర(−1 + ߱ଶ)ଶܿଵܿଶ(−ߙଷ + ߱ଶߙସ)

ଵߙ

⎝

⎜
⎛

(−1 + ߱ଶ)ܿଶ ݁
± ೔഍ඥషభశഘమ

√ഄටഀయషഘమഀర + ଷߙ−)ଵܿߝ + ߱ଶߙସ)

⎠

⎟
⎞

ଶ .                (4.1.133) 

Upon simplification, the exponential solution (4.1.133) transformed the subsequent 

hyperbolic solution to the strain wave equation in microstructured solids for non-

dissipative case (4.1.124): 
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,ݔ)ݑ (ݐ = {6(−1 + ߱ଶ)ଶܿଵܿଶ(−ߙଷ + ߱ଶߙସ)}

/ ൦ߙଵ ቐ± ݅ sinቆ
ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙඥߝ√2 −߱ଶߙସ
ቇ {(−1 + ߱ଶ)ܿଶ

+ ଷߙ)ଵܿߝ − ߱ଶߙସ)} + cosቆ
ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙඥߝ√2 − ߱ଶߙସ
ቇ

× {(−1 + ߱ଶ)ܿଶ + ଷߙ−)ଵܿߝ + ߱ଶߙସ)}ቑ

ଶ

቏,                             (4.1.134) 

Since ܿଵ and ܿଶ are arbitrary constants, we may openhandedly pick their values. Thus, if 

we declare ܿଵ = (−1 + ߱ଶ) and ܿଶ = ଷߙ−)ߝ + ߱ଶߙସ), then from Eq. (4.1.134), we 

develop the following solution to the strain wave equation in microstructured solids for 

non-dissipative case (4.1.124): 

,ݔ)ଵ,ସଵݑ (ݐ =
3(−1 + ߱ଶ) 

ଵߙߝ2
 sechଶ ቆ

ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙ−ඥߝ√2 + ߱ଶߙସ
ቇ .                              (4.1.135) 

Once more, if we declare ܿଵ = (−1 + ߱ଶ) and ܿଶ = ଷߙ−)ߝ− + ߱ଶߙସ), then from exact 

solution (4.1.134), we explore the singular bell shape solitary wave solution to the strain 

wave equation in microstructured solids for non-dissipative case: 

,ݔ)ଵ,ସଶݑ (ݐ = −
3(−1 + ߱ଶ) 

ଵߙߝ2
 cschଶ ቆ

ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙ−ඥߝ√2 + ߱ଶߙସ
ቇ .                           (4.1.136) 

Again, if we take ܿଵ = (−1 + ߱ଶ) and ܿଶ = ଷߙ−)ߝ ݅± + ߱ଶߙସ), then from exact solution 

(4.1.134), we investigate the following solitary wave solution to the strain wave equation 

in microstructured solids for non-dissipative case: 

,ݔ)ଵ,ସଷݑ (ݐ =
3(−1 + ߱ଶ) 

ଵߙߝ2
 secଶ ቈ

1
4 ቊߨ +

ݔ)2 − 1−√(߱ݐ + ߱ଶ

ଷߙඥߝ√ − ߱ଶߙସ
ቋ቉ .                (4.1.137) 
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Yet again, if we put ܿଵ = (−1 + ߱ଶ) and ܿଶ = ଷߙ−)ߝ ݅∓ + ߱ଶߙସ), then from solution 

(4.1.134), we evaluate the following solitary wave solution to the strain wave equation in 

microstructured solids for non-dissipative case: 

,ݔ)ଵ,ସସݑ (ݐ =
3(−1 + ߱ଶ) 

ଵߙߝ2
 secଶ ቈ

1
4 ቊߨ −

ݔ)2 − 1−√(߱ݐ + ߱ଶ

ଷߙඥߝ√ − ߱ଶߙସ
ቋ቉ .               (4.1.138) 

Case 2:  When ܽ଴ = ିଵାఠమ

ఌఈభ
, we have to adopt the same technique as we have adopted in 

section 4.1(a). Therefore, from Eqs. (4.1.129) to (4.1.131), we estimate 

ܽଵ = ±
6√−1 + ߱ଶඥߙଷ −߱ଶߙସ

ଵߙߝ√
 

and 

(ߦ)߰ = ܿଶ +
ଷߙ)ଵܿߝ − ߱ଶߙସ)

−1 + ߱ଶ  ݁
∓ ഍ඥషభశഘమ

√ഄටഀయషഘమഀర  

where ܿଵ and ܿଶ denotes integrating constants. 

Inserting the values of 210 ,, aaa  and ߰(ߦ) in Eq. (4.1.1) and then modifying the 

exponential solution, we obtain 

(ߦ)ܷ =
−1 + ߱ଶ

ଵߙߝ
+

6(−1 + ߱ଶ)ଶܿଵܿଶ(−ߙଷ + ߱ଶߙସ)݁
± ഍ඥషభశഘమ

√ഄටഀయషഘమഀర

ଵߙ ൞(−1 + ߱ଶ)ܿଶ݁
± ഍ඥషభశഘమ

√ഄටഀయషഘమഀర + ଷߙ)ଵܿߝ − ߱ଶߙସ)ൢ

ଶ . (4.1.139) 

After simplification, the exponential solution (4.1.139) transferred to the hyperbolic 

solution to the strain wave equation in microstructured solids for non-dissipative case: 
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,ݔ)ݑ (ݐ = (−1 + ߱ଶ)ൣ41−)ߝ + ߱ଶ)ܿଵܿଶ(−ߙଷ + ߱ଶߙସ) + (−1 + ߱ଶ)ଶܿଶଶ

× ൛cosh൫2φ (ݔ − ൯(߱ݐ + sinh൫2φ (ݔ − ൯ൟ(߱ݐ

+ ଷߙ)ଶܿଵଶߝ − ߱ଶߙସ)ଶ൛cosh൫2φ (ݔ − ൯(߱ݐ − sinh൫2φ (ݔ − ൯ൟ൧(߱ݐ

/ ቀߙߝଵൣ(−1 + ߱ଶ)ܿଶ൛cosh൫φ (ݔ − ൯(߱ݐ + sinh൫φ (ݔ − ൯ൟ(߱ݐ

+ ଷߙ)ଵܿߝ − ߱ଶߙସ)

× ൛cosh൫φ (ݔ − ൯(߱ݐ − sinh൫φ (ݔ − ൯ൟ൧(߱ݐ
ଶ൯,                     (4.1.140) 

where ߮ = √ିଵାఠమ

ଶ√ఌඥఈయିఠమఈర
,  ܿଵ and ܿଶ indicates arbitrary constants. 

As ܿଵ and ܿଶ are arbitrary constants, one may freely pick their values. Thus, if we accept 

ܿଵ = (−1 + ߱ଶ) and ܿଶ = ଷߙ)ߝ −߱ଶߙସ),  then from Eq. (4.1.140), we find the 

subsequent solution to the strain wave equation in microstructured solids for non-

dissipative case (4.1.124): 

,ݔ)ଵ,ସହݑ (ݐ = −
(−1 + ߱ଶ) 

ଵߙߝ2
ቊ−2 + 3 sechଶ ቆ

ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙඥߝ√2 − ߱ଶߙସ
ቇቋ .          (4.1.141) 

Additionally, if we accept ܿଵ = (−1 + ߱ଶ) and ܿଶ = ଷߙ)ߝ− −߱ଶߙସ),  then from close-

form solution (4.1.140), we derived the following solitary wave solution to the strain 

wave equation in microstructured solids for non-dissipative case: 

,ݔ)ଵ,ସ଺ݑ (ݐ =  
(−1 + ߱ଶ) 

ଵߙߝ2
ቊ2 + 3 cschଶ ቆ

ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙඥߝ√2 −߱ଶߙସ
ቇቋ.                 (4.1.142) 

On the contrary, if we opt ܿଵ = (−1 + ߱ଶ) and ܿଶ = ଷߙ)ߝ ݅± −߱ଶߙସ), then from exact 

solution (4.1.140), we explore the following solution to the strain wave equation in 

microstructured solids for non-dissipative case: 
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,ݔ)ଵ,ସ଻ݑ (ݐ = −
(−1 + ߱ଶ)

ଵߙߝ2
cscଶ ቆ

ߨ
4 −

ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙ−ඥߝ√2 + ߱ଶߙସ
ቇ

× ቊ2 + sin ቆ
ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙ−ඥߝ√ + ߱ଶߙସ
ቇቋ .                                          (4.1.143) 

In addition of that, if we opt ܿଵ = (−1 + ߱ଶ) and ܿଶ = ଷߙ)ߝ ݅∓ −߱ଶߙସ), then from 

solution (4.1.140), we evaluate the solitary wave solution to the strain wave equation in 

microstructured solids for non-dissipative case: 

,ݔ)ଵ,ସ଼ݑ (ݐ = −
(−1 + ߱ଶ)

ଵߙߝ2
cscଶ ቆ

ߨ
4 +

ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙ−ඥߝ√2 + ߱ଶߙସ
ቇ

× ቊ−2 + sin ቆ
ݔ) − 1−√(߱ݐ + ߱ଶ

ଷߙ−ඥߝ√ + ߱ଶߙସ
ቇቋ .                                      (4.1.144) 

4.1(f)-II: The Dissipative Case 

The Eq. (4.1.123) is dissipative for 0 . When )( O , the stability between 

nonlinearity, dispersion and dissipation, perturbed by the higher order dissipative terms to 

the strain wave equation in microstructured solids. The higher order dissipative terms be 

omitted for ߝ → 0 , the strain wave equation in microstructured solids for dissipative case 

can be written as (Pastrone, 2009; Pastrone et al., 2004; Porubov and Pastrone, 2004; 

Samsonov, 2001), 

௧௧ݑ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ} ߝ + ௫௫௧ݑଶߙ − ௫௫௫௫ݑଷߙ + {௫௫௧௧ݑସߙ = 0.                     (4.1.145) 

To construct the exact solutions to the strain wave equation in microstructured solids for 

dissipative case (4.1.145) by the MSE method, we have used the traveling wave variable 

(4.1.7). 

Then the operation the wave transformation (4.1.7) reduces Eq. (4.1.145) to the following 

ODE: 
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(߱ଶ − 1) ܷᇱᇱ − ଵ( ܷଶ)ᇱᇱߙ൛ߝ ଶܷᇱᇱᇱߙ ߱− − ଷߙ) − ߱ଶߙସ) ܷ(௜௩)ൟ = 0,             (4.1.146) 

where the prime indicates the derivatives with respect to ߦ. Integrate twice the Eq. 

(4.1.146) with respect to ߦ and then we get a new ODE: 

(߱ଶ − 1) ܷ − ଵܷଶߙ}ߝ ଶܷᇱߙ ߱− − ଷߙ) − ߱ଶߙସ) ܷᇱᇱ} = 0.                             (4.1.147) 

Now, standardized balancing the nonlinear highest order term ܷଶ and the highest order 

derivative term ܷᇱᇱ of the ODE (4.1.147), yields ܰ = 2. So, the solution of Eq. (4.1.147) 

regard as the type, similar to the Eq. (4.1.1). 

Therefore, we may use the values of ܷ, ܷᇱ and  ܷᇱᇱ from the Eq. (4.1.1)-(4.1.3) into Eq. 

(4.1.147), and executing the parallel course of algorithm discussed in Sub-section 4.1(a) 

yields a set of simultaneous algebraic and differential equations for ܽ଴, ܽଵ, ܽଶ,  ߰(ߦ) and 

additional essential parameters, which are given in the following: 

ܽ଴(−1 + ߱ଶ − (ଵߙ଴ܽߝ = 0.                                                                                     (4.1.148) 

ܽଵ{(−1 + ߱ଶ − ଵ)߰ᇱߙ଴ܽߝ2 + ଶ߰ᇱᇱߙ߱ߝ + ଷߙ)ߝ − ߱ଶߙସ)߰ᇱᇱᇱ} = 0.              (4.1.149) 

ଵߙଵ߰ᇱ{(ܽଵܽߝ− + ଶ)߰ᇱߙ߱ + ଷߙ)3 − ߱ଶߙସ)߰ᇱᇱ}

+ ܽଶ[(−1 + ߱ଶ − ଵ)(߰ᇱ)ଶߙ଴ܽߝ2 + ଷߙ)ߝ2 −߱ଶߙସ)(߰ᇱᇱ)ଶ

+ ଶ߰ᇱᇱߙ߱}ᇱ߰ߝ2 + ଷߙ) − ߱ଶߙସ)߰ᇱᇱᇱ}] = 0.                              (4.1.150) 

ଵߙଵ(ܽଶܽߝ2− − ଷߙ + ߱ଶߙସ)(߰ᇱ)ଷ 

ଶ߰ᇱߙ߱}ଶܽߝ2− + ଷߙ)5 −߱ଶߙସ)߰ᇱᇱ}(߰ᇱ)ଶ = 0.                      (4.1.151) 

ଵߙଶ(ܽଶܽߝ− − ଷߙ6 + 6߱ଶߙସ)(߰ᇱ)ସ = 0.                                                              (4.1.152) 

Now, we solve these algebraic and differential equations with the help of symbolic 

computation software for instance, Mathematica. From Eqs. (4.1.148) and (4.1.152), we 

evaluate 

ܽ଴ = 0,   
−1 + ߱ଶ

ଵߙߝ
 

and 
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ܽଶ =
ଷߙ)6 − ߱ଶߙସ)

ଵߙ
,     scince ܽଶ ≠ 0. 

Then from Eq. (4.1.151), we have 

(ߦ)߰ = ܿଶ +
30ܿଵ(ߙଷ −߱ଶߙସ)
−5ܽଵߙଵ − ଶߙ6߱

 ݁
഍(షఱೌభഀభషలഘഀమ)
యబ൫ഀయషഘమഀర൯ ,                                                 (4.1.153) 

where ܿଵ and ܿଶ are integration constants. 

For the values of ܽ଴, the following two cases arise: 

Case 1:  When ܽ଴ = 0, then by a accurate exploitation, From Eqs. (4.1.149) and 

(4.1.150), we evaluate 

ܽଵ = 0,   ω =

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧

±

ඨ−
଺ఌఈమ

మିଶହ(ఈయାఈర)ାටିଶହ଴଴ఈయఈరା൛଺ఌఈమ
మିଶହ(ఈయାఈర)ൟమ

ఈర

5√2
= ଵ (say)ߠ±

±

ඨି଺ఌఈమమାଶହ(ఈయାఈర)ାටିଶହ଴଴ఈయఈరା൛଺ఌఈమమିଶହ(ఈయାఈర)ൟ
మ

ఈర

5√2
= ;ଶ (say)ߠ±

 

ܽଵ =
3 ቂ3ߙ߱ߝଵߙଶ + 5ඥߙߝଵଶ{߱ߝଶߙଶଶ + 4(−1 + ߱ଶ)(−ߙଷ + ߱ଶߙସ)}ቃ

ଵଶߙߝ5
,   

ω = −

ඨ25 + ଺ఌఈమమ

ఈర
+ ଶହఈయ

ఈర
±

ට൫ି଺ఌఈమమିଶହఈయିଶହఈర൯
మ
ିଶହ଴଴ఈయఈర

ఈర

5√2
; 

and 

ܽଵ =
3 ቂ3ߙ߱ߝଵߙଶ − 5ඥߙߝଵଶ{߱ߝଶߙଶଶ + 4(−1 + ߱ଶ)(−ߙଷ + ߱ଶߙସ)}ቃ

ଵଶߙߝ5
, 

ω =

ඨ25 + ଺ఌఈమమ

ఈర
+ ଶହఈయ

ఈర
±

ට൫ି଺ఌఈమ
మିଶହఈయିଶହఈర൯

మ
ିଶହ଴଴ఈయఈర

ఈర

5√2
. 
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When ܽଵ ≠ 0, it is very much unsmooth to extract the values ω, ߰(ߦ) and finally the 

solution form of (4.1.1) is extremely frightful and putrefy. So, we have overridden this 

case and discussed only the case ܽଵ = 0. 

For the case ܽଵ = 0, then from Eq. (4.1.153), we have 

(ߦ)߰ = ܿଶ −
5݁

ି ഍ഘഀమ
ఱ൫ഀయషഘమഀర൯ܿଵ(ߙଷ − ߱ଶߙସ)

ଶߙ߱
 

where ω = ଵ or ωߠ± =  .ଶ; ܿଵ and ܿଶ are integration constantsߠ±

We substituting the values of 210 ,, aaa  and ߰(ߦ) in Eq. (4.1.1) and then we get the 

subsequent exponential solution of the ODE (4.1.147): 

(ߦ)ܷ −
6߱ଶܿଵଶߙଶଶ(−ߙଷ + ߱ଶߙସ)

ଵߙ ቊ߱ܿଶߙଶ݁
഍ഘഀమ

ఱഀయషఱഘమഀర − 5ܿଵ(ߙଷ − ߱ଶߙସ)ቋ
ଶ ,                                        (4.1.154) 

where ω = ଵ or ωߠ± =  .ଶߠ±

Simplifying the solution (4.1.154), we obtain the subsequent hyperbolic solution to the 

strain wave equation in microstructured solids for dissipative case (4.1.145): 

,ݔ)ݑ (ݐ = ቈ6߱ଶܿଵଶߙଶଶ(−ߙଷ + ߱ଶߙସ)

× ቊsinh ቆ
ݔ)߱ − ଶߙ(߱ݐ
ଷߙ5 − 5߱ଶߙସ

ቇ − cosh ቆ
ݔ)߱ − ଶߙ(߱ݐ
ଷߙ5 − 5߱ଶߙସ

ቇቋ቉

/൭ߙଵ ቈ߱ ቊcosh ቆ
ݔ)߱ − ଶߙ(߱ݐ

ଷߙ)10 − ߱ଶߙସ)ቇ + sinhቆ
ݔ)߱ − ଶߙ(߱ݐ

ଷߙ)10 −߱ଶߙସ)ቇቋ ܿଶߙଶ

+ 5 ቊ−cosh ቆ
ݔ)߱ − ଶߙ(߱ݐ

ଷߙ)10 − ߱ଶߙସ)ቇ + sinhቆ
ݔ)߱ − ଶߙ(߱ݐ

ଷߙ)10 −߱ଶߙସ)ቇቋ

× ܿଵ(ߙଷ − ߱ଶߙସ)቉
ଶ

ቇ ,                                                                    (4.1.155) 
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where ω = ଵ or ωߠ± =  ଶ; ܿଵ and ܿଶ signify arbitrary constants. Since ܿଵ and ܿଶ areߠ±

arbitrary constants, we may freely pick their values.  Hence, if we pick ܿଵ =  ଶ߱ andߙ

ܿଶ = ଷߙ)5− −߱ଶߙସ), then from Eq. (4.1.155), we obtain the following solution to the 

strain wave equation for dissipative case: 

,ݔ)ଵ,ସଽݑ (ݐ =
3߱ଶߙଶଶ

ଷߙ)ଵߙ50 −߱ଶߙସ) ቊ1 + tanh ቆ
ݔ−)߱ + ଶߙ(߱ݐ
ଷߙ)10 −߱ଶߙସ)ቇቋ

ଶ

,                 (4.1.156) 

where ω = ଵ or ωߠ± =  .ଶߠ±

Moreover, if we take ܿଵ = ଶ߱ and ܿଶߙ = ଷߙ)5 −߱ଶߙସ), then from exact solution 

(4.1.155), we calculate the subsequent solitary wave solution to the strain wave equation 

in microstructured solids for non-dissipative case: 

,ݔ)ଵ,ହ଴ݑ (ݐ =
3߱ଶߙଶଶ

ଷߙ)ଵߙ50 −߱ଶߙସ) ቊ1 + cothቆ
ݔ−)߱ + ଶߙ(߱ݐ
ଷߙ)10 −߱ଶߙସ)ቇቋ

ଶ

,                 (4.1.157) 

where ω = ଵ or ωߠ± =  .ଶߠ±

Case 2:  When ܽ଴ = ିଵାఠమ

ఌఈభ
, then by a exact exploitation, From Eqs. (4.1.149) and 

(4.1.150), we obtain 

ܽଵ = 0,   ω =

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧

±

ඨ଺ఌఈమ
మାଶହఈయାଶହఈరିටିଶହ଴଴ఈయఈరା(଺ఌఈమ

మାଶହ(ఈయାఈర))మ

ఈర

5√2
= ଵ (say)ߴ±

±

ඨ଺ఌఈమ
మାଶହఈయାଶହఈరାටିଶହ଴଴ఈయఈరା(଺ఌఈమ

మାଶହ(ఈయାఈర))మ

ఈర

5√2
= ;ଶ(say)ߴ±

 

ܽଵ =
3 ቂ3ߙ߱ߝଵߙଶ + 5ඥߙߝଵଶ{߱ߝଶߙଶଶ + 4(−1 + ߱ଶ)(ߙଷ −߱ଶߙସ)}ቃ

ଵଶߙߝ5
, 

ω = −

ඨି଺ఌఈమమାଶହఈయାଶହఈర±ටିଶହ଴଴ఈయఈరା൛଺ఌఈమమିଶହ(ఈయାఈర)ൟ
మ

ఈర

5√2
 

and 
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ܽଵ =
3 ቂ3ߙ߱ߝଵߙଶ − 5ඥߙߝଵଶ{߱ߝଶߙଶଶ + 4(−1 + ߱ଶ)(ߙଷ −߱ଶߙସ)}ቃ

ଵଶߙߝ5
,  

ω =

ඨି଺ఌఈమ
మାଶହఈయାଶହఈర±ටିଶହ଴଴ఈయఈరା൛଺ఌఈమ

మିଶହ(ఈయାఈర)ൟ
మ

ఈర

5√2
. 

When ܽଵ ≠ 0, it is immensely haughty to extract the values ω, ߰(ߦ) and finally the 

solution form of (4.1.1) is really tremendous and putrefy. So, we have ignored this case 

and discussed only the case ܽଵ = 0. 

For the case ܽଵ = 0, then from Eq. (4.1.153), we get 

(ߦ)߰ = ܿଶ −
5ܿଵ(ߙଷ − ߱ଶߙସ)

ଶߙ߱
 ݁

ି ഍ഘഀమ
ఱ൫ഀయషഘమഀర൯ 

where ω = ଵ or ωߴ± =  .ଶ; ܿଵ and ܿଶ are integration constantsߴ±

At this time we substitute the values of 210 ,, aaa  and ߰(ߦ) in Eq. (4.1.1) and then we 

occur the exponential solution of the ODE (4.1.147): 

(ߦ)ܷ =
−1 + ߱ଶ

ଵߙߝ
−

6߱ଶܿଵଶߙଶଶ(−ߙଷ + ߱ଶߙସ)

ଵߙ ቊ߱ܿଶߙଶ݁
഍ഘഀమ

ఱഀయషఱഘమഀర − 5ܿଵ(ߙଷ −߱ଶߙସ)ቋ
ଶ ,                  (4.1.158) 

where ω = ଵ or ωߴ± =  .ଶߴ±

Upon simplification the exponential solution (4.1.158), we explore the following 

hyperbolic solution to the strain wave equation in microstructured solids for dissipative 

case (4.1.145): 
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,ݔ)ݑ (ݐ = ቈ߱ଶ(−1 + ߱ଶ) ቊcosh ቆ
ݔ)߱ − ଶߙ(߱ݐ
ଷߙ5 − 5߱ଶߙସ

ቇ+ sinhቆ
ݔ)߱ − ଶߙ(߱ݐ
ଷߙ5 − 5߱ଶߙସ

ቇቋܿଶଶߙଶଶ

+ 10߱(−1 + ߱ଶ)ܿଵܿଶߙଶ(−ߙଷ + ߱ଶߙସ)

+ ቊcoshቆ
ݔ)߱ − ଶߙ(߱ݐ
ଷߙ5 − 5߱ଶߙସ

ቇ − sinhቆ
ݔ)߱ − ଶߙ(߱ݐ
ଷߙ5 − 5߱ଶߙସ

ቇቋ

× ܿଵଶ(ߙଷ − ߱ଶߙସ){6߱ߝଶߙଶଶ − 25(−1 + ߱ଶ)(−ߙଷ + ߱ଶߙସ)}቉

/൭ߙߝଵ ቈ߱ ቊcosh ቆ
ݔ)߱ − ଶߙ(߱ݐ

ଷߙ)10 − ߱ଶߙସ)ቇ + sinhቆ
ݔ)߱ − ଶߙ(߱ݐ

ଷߙ)10 − ߱ଶߙସ)ቇቋ ܿଶߙଶ

+ 5 ቊ−cosh ቆ
ݔ)߱ − ଶߙ(߱ݐ

ଷߙ)10 − ߱ଶߙସ)ቇ + sinhቆ
ݔ)߱ − ଶߙ(߱ݐ

ଷߙ)10 −߱ଶߙସ)ቇቋ

× ܿଵ(ߙଷ − ߱ଶߙସ)቉
ଶ

ቇ ,                                                                    (4.1.159) 

where ω = ଵ or ωߴ± =  ଶ; ܿଵ and ܿଶ define arbitrary constants. Since ܿଵ and ܿଶ areߴ±

arbitrary constants, one may autonomously opt their values.  If we opt ܿଵ =  ଶ߱ andߙ

ܿଶ = ଷߙ)5− −߱ଶߙସ), then from Eq. (4.1.159), we evaluated the subsequent solution to 

the strain wave equation in microstructured solids for dissipative case: 

,ݔ)ଵ,ହଵݑ (ݐ =
(−1 + ߱ଶ)

ଵߙߝ
+

ଶଶߙଶ߱ߝ3 ቄ−1 + tanh ቀ ఠ(௫ି௧ఠ)ఈమ
ଵ଴(ఈయିఠమఈర)

ቁቅ
ଶ

ଷߙ)ଵߙߝ50 −߱ଶߙସ) ,                (4.1.160) 

where ω = ଵ or ωߴ± =  .ଶߴ±

Furthermore, if we choose ܿଵ = ଶ߱ and ܿଶߙ = ଷߙ)5 − ߱ଶߙସ), then from exact solution 

(4.1.159), we explore the following solution to the strain wave equation in 

microstructured solids for dissipative case: 

,ݔ)ଵ,ହଶݑ (ݐ =
(−1 + ߱ଶ)

ߝଵߙ
−

3߱ଶ ቄ−1 + coth ቀ ఠ(௫ି௧ఠ)ఈమ
ଵ଴(ఈయିఠమఈర)

ቁቅ
ଶ
ଶଶߙ

ଷߙ−)ଵߙ50  + ߱ଶߙସ) ,                  (4.1.161) 

where ω = ଵ or ωߴ± =  .ଶߴ±
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Remark 4.1(f): The solutions (4.1.135)-(4.1.138) and (4.1.141)-(4.1.144) have been 

verified by putting them back into the original equation (4.1.124) and predictable correct. 

Also, the solutions (4.1.156)-(4.1.157), where ω = ଵ or ωߠ± =  ଶ and the solutionsߠ±

(4.1.160)-(4.1.161) where, ω = ଵ or ωߴ± =  ଶ have been established by putting themߴ±

reverse into the original equation (4.1.145) and found truthful. 

4.2: Applications of the (ࡳᇱ/ࡳ)-expansion Method 

In this section, we have written down the solutions to the equations evaluated in Section 

4.1, obtained by some researchers through the (ܩ ′ ⁄ܩ )-expansion method. Wang et al. 

(Wang et al., 2008a) developed the method and then many researchers worked on this 

method. For balance number two, the solution (3.2.4) takes the following shape: 

(ߦ)ܷ = ܽ଴ + ܽଵ ቆ
ܩ ′

ቇܩ + ܽଶ ቆ
ܩ ′

ቇܩ
ଶ

,                                                                              (4.2.1) 

where ܩ =  :satisfies the following second order linear ODE in the form (ߦ)ܩ

ܩ (ߦ)′′ + ܩ ߣ (ߦ)′ + (ߦ)ܩ ߤ = 0,                                                                                    (4.2.2) 

where ܽ଴, ܽଵ, ܽଶ, are constants to be determined, but ܽଶ ߤ and ߣ ≠ 0. 

Differentiating the solution (4.2.1) with respect to the wave variable ߦ, first to fourth time 

respectively and also using the linear ODE (4.2.2) to build up the polynomial of ቀீ
′

ீ
ቁ: 

(ߦ)′ܷ = ଵܽߤ− − ଵܽߣ) + ଶ)ቆܽߤ2
ܩ ′

ቇܩ −
(ܽଵ + ଶ)ቆܽߣ2

ܩ ′

ቇܩ
ଶ

− 2ܽଶ ቆ
ܩ ′

ቇܩ
ଷ

.       (4.2.3) 

(ߦ)′′ܷ = ଵܽߤߣ + ଶܽଶߤ2 + ଶܽଵߣ) + ଵܽߤ2 + (ଶܽߤߣ6 ቆ
ܩ ′

ቇܩ

+ ଵܽߣ3) + ଶܽଶߣ4 + ଶ)ቆܽߤ8
ܩ ′

ቇܩ
ଶ

+ (2ܽଵ + (ଶܽߣ10 ቆ
ܩ ′

ቇܩ
ଷ

+ 6ܽଶ ቆ
ܩ ′

ቇܩ
ସ

.                                                                                         (4.2.4) 
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(ߦ)′′′ܷ = ଵܽߤଶߣ)− + ଶܽଵߤ2 + (ଶܽଶߤߣ6

− ଷܽଵߣ) + ଵܽߤߣ8 + ଶܽߤଶߣ14 + ଶܽଶ)ቆߤ16
ܩ ′

ቇܩ

− ଶܽଵߣ7) + ଵܽߤ8 + ଷܽଶߣ8 + ଶ)ቆܽߤߣ52
ܩ ′

ቇܩ
ଶ

− ଵܽߣ12) + ଶܽଶߣ38 + ଶ)ቆܽߤ40
ܩ ′

ቇܩ
ଷ

− (6ܽଵ + (ଶܽߣ54 ቆ
ܩ ′

ቇܩ
ସ

− 24ܽଶ ቆ
ܩ ′

ቇܩ
ହ

.                                                                                       (4.2.5) 

ܷ(௜௩)(ߦ) = ଵܽߤଷߣ) + ଶܽଵߤߣ8 + ଶܽଶߤଶߣ14 + (ଷܽଶߤ16

+ ସܽଵߣ) + ଵܽߤଶߣ22 + ଶܽଵߤ16 + ଶܽߤଷߣ30 + (ଶܽଶߤߣ120 ቆ
ܩ ′

ቇܩ

+ ଷܽଵߣ15) + ଵܽߤߣ60 + ସܽଶߣ16 + ଶܽߤଶߣ232 + (ଶܽଶߤ136 ቆ
ܩ ′

ቇܩ
ଶ

+ ଶܽଵߣ50) + ଵܽߤ40 + ଷܽଶߣ130 + ଶ)ቆܽߤߣ440
ܩ ′

ቇܩ
ଷ

+ ଵܽߣ60) + ଶܽଶߣ330 + (ଶܽߤ240 ቆ
ܩ ′

ቇܩ
ସ

+ (24ܽଵ + ଶ)ቆܽߣ336
ܩ ′

ቇܩ
ହ

+ 120ܽଶ ቆ
ܩ ′

ቇܩ
଺

.                                                                                    (4.2.6) 

Since ܩ is satisfies the ODE (4.2.2), so that ቀீ
′

ீ
ቁ is a predefined function and ቀீ

′

ீ
ቁ 

contains the values of the solutions (3.2.6)-(3.2.8) to the ODE (4.2.2) in Chapter 3. 

4.2(a): The KdV Equation  

In this sub-section, we have written down to previous analytical exact solutions to the 

KdV equation obtained via the (ܩᇱ ⁄ܩ )-expansion method by Wang et al. (Wang et al., 

2008a). Wang et al. considered the KdV equation in the form: 
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௧ݑ + ௫ݑ ݑ + ௫ ௫ ௫ݑ ߜ = 0,                                                                                              (4.2.7) 

where ߜ is a real constant. They used the following travelling wave variable 

,ݔ)ݑ (ݐ = ߦ     ,(ߦ)ܷ = ݔ −  (4.2.8)                                                                                   ,ݐ ߱

and they obtained the following family of exact solutions to the KdV equation (4.2.7) by 

using the (ܩ ′ ⁄ܩ )-expansion method: 

Family 1: When ߣଶ − ߤ4 > 0, 

,ݔ)ݑ (ݐ = ଶߣ)ߜ3− − (ߤ4 × ൞
ℎݏ݋ܿ ܤ ൬ඥఒ

మିସఓ(௫ି௧ఠ)
ଶ

൰+ ℎ݊݅ݏ ܣ ൬ඥఒ
మିସఓ(௫ି௧ఠ)

ଶ
൰

ℎ൬ඥఒݏ݋ܿ ܣ
మିସఓ(௫ି௧ఠ)

ଶ
൰+ ℎ݊݅ݏ ܤ ൬ඥఒ

మିସఓ(௫ି௧ఠ)
ଶ

൰
ൢ

ଶ

+ ଶߣߜ3 + ܽ଴,                                                                                         (4.2.9) 

where ߱ = ଶߣߜ + ߤߜ8 + ܽ଴, ܣ and ܤ are arbitrary constants. 

Family 2: When ߣଶ − ߤ4 < 0, 

,ݔ)ݑ (ݐ = ߤ4)ߜ3− − (ଶߣ × ൞
ݏ݋ܿ ܤ ൬ඥସఓିఒ

మ(௫ି௧ఠ)
ଶ

൰ − ݊݅ݏ ܣ ൬ඥସఓିఒ
మ(௫ି௧ఠ)
ଶ

൰

ݏ݋ܿ ܣ ൬ඥସఓିఒ
మ(௫ି௧ఠ)
ଶ

൰+ ݊݅ݏ ܤ ൬ඥସఓିఒ
మ(௫ି௧ఠ)
ଶ

൰
ൢ

ଶ

+ ଶߣߜ3 + ܽ଴,                                                                                       (4.2.10) 

where ߱ = ଶߣߜ + ߤߜ8 + ܽ଴, ܣ and ܤ are arbitrary constants. 

Family 3: When ߣଶ − ߤ4 = 0, 

,ݔ)ݑ (ݐ = ߜ12− ൜
ܤ

ܣ + ݔ)ܤ − ൠ(߱ݐ
ଶ

+ ଶߣߜ3 + ܽ଴,                                                (4.2.11) 

where ߱ = ଶߣߜ3 + ܽ଴, ܣ and ܤ are arbitrary constants. 

Since ܣ and ܤ are arbitrary constants, one may arbitrarily pick their values. At this 

moment, the choice of the values of ܣ and ܤ produce some special solutions. If ܤ = 0 

when ܣ ≠ 0, then the subsequent solitary solutions from (4.2.9) and (4.2.10) can be 

obtained respectively: 
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,ݔ)ଶ,ଵݑ (ݐ = ߤߜ12 + ܽ଴ + ଶߣ)ߜ3 − ℎଶܿ݁ݏ (ߤ4 ቆ
1
2ඥߣ

ଶ − ݔ)ߤ4 − ቇ(߱ݐ ,        (4.2.12) 

,ݔ)ଶ,ଶݑ (ݐ = ߤߜ12 + ܽ଴ − ߤ4)ߜ3 − ଶܿ݁ݏ (ଶߣ ቆ
1
2ඥ4ߤ − ݔ)ଶߣ − ቇ(߱ݐ ,           (4.2.13) 

where ߱ = ଶߣߜ + ߤߜ8 + ܽ଴. 

Also if ܤ = 0 when ܣ ≠ 0, then the following solutions from the solutions (4.2.9) and 

(4.2.10) become respectively: 

,ݔ)ଶ,ଷݑ (ݐ = ߤߜ12 + ܽ଴ − ଶߣ)ߜ3 − ℎଶܿݏܿ (ߤ4 ൬
1
2

ݔ) − ଶߣඥ(߱ݐ −  ൰,         (4.2.14)ߤ4

,ݔ)ଶ,ସݑ (ݐ = ߤߜ12 + ܽ଴ + ଶߣ)ߜ3 − ଶܿݏܿ (ߤ4 ൬
1
2

ݔ) − ߤඥ4(߱ݐ − ଶ൰ߣ ,            (4.2.15) 

where ߱ = ଶߣߜ + ߤߜ8 + ܽ଴. 

4.2(b): The Boussinesq Equation 

Bekir (Bekir, 2008) considered the Boussinesq equation: 

௧ ௧ݑ − ௫ ௫ݑ − ௫ ௫(ଶݑ) + ௫ ௫ ௫ ௫ݑ  = 0,                                                                        (4.2.16) 

while he used the travelling wave variable similar to (4.2.8) and then by using the 

ܩ) ′ ⁄ܩ )-expansion method he found a set of travelling wave solutions as shown below: 

Set 1: When ߣଶ − ߤ4 > 0, 

,ݔ)ݑ (ݐ = ൞
ℎݏ݋ܿ ܤ ൬ଵ

ଶ
ඥߣଶ − ݔ)ߤ4 − ൰(߱ݐ + ℎ݊݅ݏ ܣ ൬ଵ

ଶ
ඥߣଶ − ݔ)ߤ4 − ൰(߱ݐ

ℎݏ݋ܿ ܣ ൬ଵ
ଶ
ඥߣଶ − ݔ)ߤ4 − ൰(߱ݐ + ℎ݊݅ݏ ܤ ൬ଵ

ଶ
ඥߣଶ − ݔ)ߤ4 − ൰(߱ݐ

ൢ

ଶ

×
3
2

ଶߣ) − −(ߤ4
3
2 ߣ

ଶ +  (4.2.17)                                                             ,ߤ6

where ߱ = ඥ1 − ଶߣ +  . ߤ4

And 
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,ݔ)ݑ (ݐ = ൞
ℎݏ݋ܿ ܤ ൬ଵ

ଶ
ඥߣଶ − ݔ)ߤ4 − ൰(߱ݐ + ℎ݊݅ݏ ܣ ൬ଵ

ଶ
ඥߣଶ − ݔ)ߤ4 − ൰(߱ݐ

ℎݏ݋ܿ ܣ ൬ଵ
ଶ
ඥߣଶ − ݔ)ߤ4 − ൰(߱ݐ + ℎ݊݅ݏ ܤ ൬ଵ

ଶ
ඥߣଶ − ݔ)ߤ4 − ൰(߱ݐ

ൢ

ଶ

×
3
2

ଶߣ) − −(ߤ4
3
2 ߣ

ଶ + ଶߣ +  (4.2.18)                                                   ,ߤ2

where ߱ = ඥ1 + ଶߣ −   .are arbitrary constants ܤ and ܣ ,ߤ4

Set 2: When ߣଶ − ߤ4 < 0, 

,ݔ)ݑ (ݐ = ൞
ݏ݋ܿ ܤ ൬ଵ

ଶ
ඥ4ߤ − ݔ)ଶߣ − ൰(߱ݐ − ݊݅ݏ ܣ ൬ଵ

ଶ
ඥ4ߤ − ݔ)ଶߣ − ൰(߱ݐ

ݏ݋ܿ ܣ ൬ଵ
ଶ
ඥ4ߤ − ݔ)ଶߣ − +൰(߱ݐ ݊݅ݏ ܤ ൬ଵ

ଶ
ඥ4ߤ − ݔ)ଶߣ − ൰(߱ݐ

ൢ

ଶ

×
3
2

ߤ4) − (ଶߣ −
3
2 ߣ

ଶ +  (4.2.19)                                                             ,ߤ6

where ߱ = ඥ1 − ଶߣ +  .ߤ4

And 

,ݔ)ݑ (ݐ = ൞
ݏ݋ܿ ܤ ൬ଵ

ଶ
ඥ4ߤ − ݔ)ଶߣ − ൰(߱ݐ − ݊݅ݏ ܣ ൬ଵ

ଶ
ඥ4ߤ − ݔ)ଶߣ − ൰(߱ݐ

ݏ݋ܿ ܣ ൬ଵ
ଶ
ඥ4ߤ − ݔ)ଶߣ − +൰(߱ݐ ݊݅ݏ ܤ ൬ଵ

ଶ
ඥ4ߤ − ݔ)ଶߣ − ൰(߱ݐ

ൢ

ଶ

×
3
2

ߤ4) − (ଶߣ −
3
2 ߣ

ଶ + ଶߣ +  (4.2.20)                                                   ,ߤ2

where ߱ = ඥ1 + ଶߣ −  .are arbitrary constants ܤ and ܣ ,ߤ4

Set 3: When ߣଶ − ߤ4 = 0, 

,ݔ)ݑ (ݐ = 6 ൜
ܤ

ܣ + ݔ)ܤ − ൠ(߱ݐ
ଶ

−
3
2 ߣ

ଶ +  (4.2.21)                                                          ,ߤ6

where ߱ = ඥ1 − ଶߣ +  .ߤ4

And 

,ݔ)ݑ (ݐ = 6 ൜
ܤ

ܣ + ݔ)ܤ − ൠ(߱ݐ
ଶ

−
3
2 ߣ

ଶ + ଶߣ +  (4.2.22)                                                 ,ߤ2

where ߱ = ඥ1 + ଶߣ −  .are arbitrary constants ܤ and ܣ ,ߤ4
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In particular, if  ܣ ≠ ܤ   ,0 = 0, then the solitary wave solutions (4.2.17) and (4.2.18) of 

the Boussinesq equation was constructed by Bekir as follows: 

,ݔ)ଶ,ହݑ (ݐ = −
3
2

ଶߣ) − sechଶ (ߤ4 ቆ
1
2ඥߣ

ଶ − ݔ)ߤ4 − ቇ(߱ݐ ,                                (4.2.23) 

where ߱ = ඥ1 − ଶߣ +  . ߤ4

And 

,ݔ)ଶ,଺ݑ (ݐ = ଶߣ) − (ߤ4 −
ଶߣ) 3 − (ߤ4

2  sechଶ ቌ
ඥߣଶ − ߤ4

2
ݔ) − ቍ(߱ݐ ,             (4.2.24) 

where ߱ = ඥ1 + ଶߣ −  .ߤ4

Since ܣ and ܤ are arbitrary constants then their values can be randomly chosen. At this 

instant, if ܣ ≠ ܤ   ,0 = 0, then the ensuing solutions (4.2.19) and (4.2.20), respectively 

become: 

,ݔ)ଶ,଻ݑ (ݐ = −
3
2

ଶߣ) − secଶ (ߤ4 ቆ
1
2ඥ4ߤ − ݔ)ଶߣ − ቇ(߱ݐ ,                                  (4.2.25) 

where ߱ = ඥ1 − ଶߣ +   .ߤ4

And 

(ݐ   ,ݔ)଼,ଶݑ = ଶߣ − ߤ4 +
3
2

ߤ4) − ଶ)secଶߣ ൬
1
2

ݔ) − tω)ඥ4ߤ − ଶ൰ߣ ,                  (4.2.26) 

where ߱ = ඥ1 + ଶߣ −  .ߤ4

4.2(c): The Fifth-order KdV Equation 

Khan and Akbar (Khan and Akbar, 2015c) considered the following fifth-order KdV 

equation: 

௧ݑ + ௫ݑ ݑ ߙ + ௫ݑଶݑߚ + ௫ ௫ ௫ݑ ߛ  + ௫ ௫ ௫ ௫ ௫ݑ ߟ = 0,                                            (4.2.27) 

where ߛ ,ߚ ,ߙ and ߟ are the real constants. 
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By means of the (ܩᇱ ⁄ܩ )-expansion method, Khan and Akbar (Khan and Akbar, 2015c) 

obtained the following solutions to the fifth-order KdV equation (4.2.27): 

Family 1: When ߣଶ − ߤ4 > 0, 

,ݔ)ݑ (ݐ = −
ߙ

ߚ2 ±
ߛ} − ଶߣ)ߟ10 − {(ߤ4

√10ඥ−ߚඥߟ
±

ଶߣ)5√3 − ߟඥ(ߤ4

√2ඥ−ߚ

× ൞
sinhܣ ൬(௫ିఠ  ௧)ඥఒమିସఓ

ଶ
൰ + coshܤ ൬(௫ିఠ  ௧)ඥఒమିସఓ

ଶ
൰

coshܣ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰+ sinhܤ ൬(௫ିఠ  ௧)ඥఒమିସఓ
ଶ

൰
ൢ

ଶ

,          (4.2.28) 

where, ߱ = −
ହఈమఎାଶఉቄఊమାଵହఎమ൫ఒమିସఓ൯

మ
ቅ

ଶ଴ఉఎ
 .are arbitrary constants ܤ and ܣ ,

Family 2: When ߣଶ − ߤ4 < 0, 

,ݔ)ݑ (ݐ = −
ߙ

ߚ2 ±
ߛ} − ଶߣ)ߟ10 − {(ߤ4

√10ඥ−ߚඥߟ
±

ߤ4)5√3 − ߟଶ)ඥߣ

√2ඥ−ߚ

× ൞
sinܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ − cos൬(௫ିఠ ௧)ඥସఓିఒమܤ

ଶ
൰

cos൬(௫ିఠ ௧)ඥସఓିఒమܣ

ଶ
൰ + sinܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰
ൢ

ଶ

,               (4.2.29) 

where, ߱ = −
ହఈమఎାଶఉቄఊమାଵହఎమ൫ఒమିସఓ൯

మ
ቅ

ଶ଴ఉఎ
 .are arbitrary constants ܤ and ܣ ,

Family 3: When ߣଶ − ߤ4 = 0, 

,ݔ)ݑ (ݐ = −
ߙ

ߚ2 ±
6√10ඥߟ

ඥ−ߚ
൬

ܤ
ܣ + ݔ)ܤ − ൰(ݐ ߱

ଶ

,                                                  (4.2.30) 

where, ߱ = − ହఈమఎାଶఉ ఊమ

ଶ଴ఉఎ
 .are arbitrary constants ܤ and ܣ ,

Since ܣ and ܤ are arbitrary constants, their values can be put freely. Therefore, if ܤ = 0 

when ܣ ≠ 0, then the solitary solutions (4.2.28) and (4.2.29), respectively become: 
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,ݔ)ଶ,ଽݑ (ݐ = −
ߙ

ߚ2 ±
ߛ + ଶߣ)ߟ5 − (ߤ4

√10ඥ−ߚඥߟ
∓

ଶߣ)5√3 −  ߟඥ(ߤ4

√2ඥ−ߚ

× sechଶ ൭
ݔ) − ଶߣඥ(ݐ ߱ − ߤ4

2
൱ ,                                                    (4.2.31) 

,ݔ)ଶ,ଵ଴ݑ (ݐ = −
ߙ

ߚ2 ±
ߛ + ଶߣ)ߟ5 − (ߤ4

√10ඥ−ߚඥߟ
±

3√5ඥߤ4) ߟ − (ଶߣ

√2ඥ−ߚ

× secଶ ൭
ݔ) − ߤඥ4(ݐ ߱ − ଶߣ

2
൱ ,                                                      (4.2.32) 

where ߱ = −
ହఈమఎାଶఉቄఊమାଵହఎమ൫ఒమିସఓ൯

మ
ቅ

ଶ଴ఉఎ
,ߙ , ,ߚ ,ߛ ,ߟ  .are real parameters ߤ and ߣ

Also if ܤ = 0 when ܣ ≠ 0, it yield the subsequent solutions from (4.2.28) and (4.2.29), 

respectively: 

,ݔ)ଶ,ଵଵݑ (ݐ = −
ߙ

ߚ2 ±
ߛ + ଶߣ)ߟ5 − (ߤ4

√10ඥ−ߚඥߟ
±

ଶߣ)5√3 − ߟඥ(ߤ4

√2ඥ−ߚ

× cschଶ ൭
ݔ) − ଶߣඥ(ݐ ߱ − ߤ4

2
൱ ,                                                    (4.2.33) 

,ݔ)ଶ,ଵଶݑ (ݐ = −
ߙ

ߚ2 ±
ߛ + ଶߣ)ߟ5 − (ߤ4

√10ඥ−ߚඥߟ
±

3√5ඥߤ4) ߟ − (ଶߣ

√2ඥ−ߚ

× cscଶ ൭
ݔ) − ߤඥ4(ݐ ߱ − ଶߣ

2
൱ ,                                                      (4.2.34) 

where ߱ = −
ହఈమఎାଶఉቄఊమାଵହఎమ൫ఒమିସఓ൯మቅ

ଶ଴ఉఎ
,ߙ , ,ߚ ,ߛ ,ߟ  .are real parameters ߤ and ߣ

4.2(d): The Modified Schamel Equation for Acoustic Waves in 
Plasma Physics  

Taha et al. (Taha et al., 2013) considered the modified Schamel equation for acoustic 

waves as follows: 

௧ݑ + ௫ݑଵ/ଶݑ + ௫ ௫ ௫ݑ ߜ = 0,                                                                                       (4.2.35) 
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where ߜ is constant. They used the transformations 

,ݔ)ݑ (ݐ = ,ݔ)ଶݒ ,ݔ)ݒ        ,(ݐ (ݐ = ߦ        ,(ߦ)ܷ = ݔ ݇ −  (4.2.36)                                ,ݐ ߱

it reduces the Eq. (4.2.35) to an ODE and integrating this ODE with respect to ߦ,  set the 

integrating constant to zero, they constructed a new ODE: 

−߱ 
ܷଶ

2 + ݇  
ܷଷ

3 + ଷ {(ܷ′)ଶ݇ ߜ + ܷܷ′′} = 0.                                                          (4.2.37) 

The balance number of the Eq. (4.2.37) is 2. So, that they took the solution of the ODE 

(4.2.37) is equivalent to the Eq. (4.2.1) and they obtained  

(ߦ)ܷ = −30݇ଶߤߜ − 30݇ଶߣߜ ቆ
ܩ ′

ቆ ߜቇ−30݇ଶܩ
ܩ ′

ቇܩ
ଶ

.                                           (4.2.38) 

Finally, Taha et al.’s constructed the following solutions to the ODE (4.2.37): 

When ܦ = ଶߣ − ߤ4 > 0, 

,ݔ)ݒ (ݐ = −30݇ଶߤߜ − 30݇ଶߣߜ ቐ−
ߣ
2 +

ܦ√
2 ×

coshܤ ቀ√஽
ଶ

ቁߦ  + sinhܣ ቀ√஽
ଶ

ቁߦ 

coshܣ ቀ√஽
ଶ

ቁߦ  + sinhܤ ቀ√஽
ଶ

ቁߦ 
ቑ

− 30݇ଶߜ ቐ−
ߣ
2 +

ܦ√
2 ×

coshܤ ቀ√஽
ଶ

ቁߦ  + sinhܣ ቀ√஽
ଶ

ቁߦ 

coshܣ ቀ√஽
ଶ

ቁߦ  + sinhܤ ቀ√஽
ଶ

ቁߦ 
ቑ

ଶ

.     (4.2.39) 

When ܦ < 0, 

,ݔ)ݒ (ݐ = −30݇ଶߤߜ − 30݇ଶߣߜ ቐ−
ߣ
2 +

ܦ√
2 ×

cos ܤ ቀ√஽
ଶ

ቁߦ  − sin ܣ ቀ√஽
ଶ

ቁߦ 

cos ܣ ቀ√஽
ଶ

ቁߦ  + sin ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

− 30݇ଶߜ ቐ−
ߣ
2 +

ܦ√
2 ×

cos ܤ ቀ√஽
ଶ

ቁߦ  − sin ܣ ቀ√஽
ଶ

ቁߦ 

cos ܣ ቀ√஽
ଶ

ቁߦ  + sin ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

ଶ

.        (4.2.40) 

When ܦ = 0, 

,ݔ)ݒ (ݐ = −30݇ଶߤߜ − 30݇ଶߣߜ ൬
ܤ

ܣ + ߦ ܤ −
ߣ
2൰ − 30݇ଶߜ ൬

ܤ
ܣ + ߦ ܤ −

ߣ
2൰

ଶ

,    (4.2.41) 
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where ߦ = ݔ − 4݇ଷߣ)ߜଶ −  .are arbitrary constants ܤ and ܣ and ݐ(ߤ4

Since ݔ)ݑ, (ݐ = ,ݔ)ଶݒ  ,so Taha et al.’s solutions (4.2.39)-(4.2.41) to the ODE (4.2.37) ,(ݐ

can be simplified the subsequent solutions to the modified Schamel equation (4.2.35), 

respectively: 

When ߣଶ − ߤ4 > 0, 

,ݔ)ݑ (ݐ =

⎣
⎢
⎢
⎡15

2 ݇ଶߣߜଶ − 30݇ଶߤߜ −
15
2 ݇ଶߣ)ߜଶ − (ߤ4

× ൞
coshܤ ൬(௞௫ି௧ఠ)ඥఒమିସఓ

ଶ
൰+ sinhܣ ൬(௞௫ି௧ఠ)ඥఒమିସఓ

ଶ
൰

coshܣ ൬(௞௫ି௧ఠ)ඥఒమିସఓ
ଶ

൰ + sinhܤ ൬(௞௫ି௧ఠ)ඥఒమିସఓ
ଶ

൰
ൢ

ଶ

൪

ଶ

,    (4.2.42) 

where ߱ = 4݇ଷߣ)ߜଶ −   .are arbitrary constants ܤ and ܣ and (ߤ4

When ߣଶ − ߤ4 < 0, 

,ݔ)ݑ (ݐ =

⎣
⎢
⎢
⎡15

2 ݇ଶߣߜଶ − 30݇ଶߤߜ −
15
2 ݇ଶߣ−)ߜଶ + (ߤ4

× ൞
cosܤ ൬(௞௫ି௧ఠ)ඥସఓିఒమ

ଶ
൰ − sinܣ ൬(௞௫ି௧ఠ)ඥସఓିఒమ

ଶ
൰

cos൬(௞௫ି௧ఠ)ඥସఓିఒమܣ

ଶ
൰ + sinܤ ൬(௞௫ି௧ఠ)ඥସఓିఒమ

ଶ
൰
ൢ

ଶ

൪

ଶ

,         (4.2.43) 

where ߱ = 4݇ଷߣ)ߜଶ −  .are arbitrary constants ܤ and ܣ ,(ߤ4

When ߣଶ − ߤ4 = 0, 

,ݔ)ݑ (ݐ = ቊ
15
2 ݇ଶߣߜଶ − 30݇ଶߤߜ − 30݇ଶߜ ൬

ܤ
ܣ + ݔ݇)ܤ − ൰(߱ݐ

ଶ

ቋ
ଶ

,                  (4.2.44) 

where ߱ =  .are arbitrary constants ܤ and ܣ ,0
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Since ܣ and ܤ are arbitrary constants, it may openhandedly pick their values. If ܤ = 0 

when ܣ ≠ 0, then the following solitary solutions from (4.2.42) and (4.2.43), respectively 

yield: 

,ݔ)ଶ,ଵଷݑ (ݐ =
225

4 ݇ସߜଶ(ߣଶ − ଶsechସ(ߤ4 ൬
1
2

(kx− tω)ඥߣଶ −  ൰,                  (4.2.45)ߤ4

,ݔ)ଶ,ଵସݑ (ݐ =
225

4 ݇ସߜଶ(ߣଶ − ଶsecସ(ߤ4 ൬
1
2

(kx − tω)ඥ4ߤ − ଶ൰ߣ ,                    (4.2.46) 

where ߱ = 4݇ଷߣ)ߜଶ − ,݇ ,(ߤ4 ,ߜ  .are real parameters ߤ and ߣ

Again, if ܣ = 0 when ܤ ≠ 0, then the following solitary solutions from (4.2.42) and 

(4.2.43) are extracted: 

,ݔ)ଶ,ଵହݑ (ݐ =
225

4 ݇ସߜଶ(ߣଶ − ଶ cschସ(ߤ4 ൬
1
2

(kx− tω)ඥߣଶ − ൰ߤ4 ,                 (4.2.47) 

,ݔ)ଶ,ଵ଺ݑ (ݐ =
225

4 ݇ସߜଶ(ߣଶ − ଶ cscସ(ߤ4 ൬
1
2

(kx− tω)ඥ4ߤ − ଶ൰ߣ ,                   (4.2.48) 

where ߱ = 4݇ଷߣ)ߜଶ − ,݇ ,(ߤ4 ,ߜ  .are real parameters ߤ and ߣ

4.2(e): The Modified Kadomtsev-Petviashvili (KP) Equation 
for Acoustic Waves in Plasma Physics 

Taha et al. (Taha et al., 2013) considered the modified KP equation for acoustic waves in 

plasma physics as follows: 

൫ݑ௧ + ௫ݑଵ/ଶݑ ߙ + ௫ ௫ ௫൯௫ݑ ߚ + ௬ ௬ݑ ߜ = 0,                                                            (4.2.49) 

where ߚ,ߙ and ߜ are arbitrary constants. They exploit the travelling wave variable  

,ݕ,ݔ)ݑ (ݐ = ,ݔ)ଶݒ ,ݕ ,ݕ,ݔ)ݒ     ,(ݐ (ݐ = ߦ     ,(ߦ)ܷ = ݔ + ݕ ݇ −  (4.2.50)                  ,ݐ ߱

and reduces the modified KP equation (4.2.49) to an ODE and integrating this ODE with 

respect to ߦ, setting the integral constant to zero, they got a new ODE: 

ଶ݇ ߜ) − ߱) ܷ ܷ′ + ′ܷ ଶܷ ߙ + ′′ܷ′ܷ 3) ߚ + ܷ ܷ′′′) = 0.                                      (4.2.51) 

Thus, Taha et al. evaluated the subsequent two sets of solutions to the ODE (4.2.51): 
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Case 1: When ܦ = ଶߣ − ߤ4 > 0, 

,ݕ,ݔ)ݒ (ݐ = −
ߤߚ30
ߙ −

ߣߚ30
ߙ

ቐ−
ߣ
2 +

ܦ√
2 ×

cosh ܤ ቀ√஽
ଶ

ቁߦ  + sinh ܣ ቀ√஽
ଶ

ቁߦ 

cosh ܣ ቀ√஽
ଶ

ቁߦ  + sinh ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

−
ߚ30
ߙ

ቐ−
ߣ
2 +

ܦ√
2 ×

cosh ܤ ቀ√஽
ଶ

ቁߦ  + sinh ܣ ቀ√஽
ଶ

ቁߦ 

cosh ܣ ቀ√஽
ଶ

ቁߦ  + sinh ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

ଶ

.        (4.2.52) 

When ܦ < 0, 

,ݕ,ݔ)ݒ (ݐ = −
ߤߚ30
ߙ −

ߣߚ30
ߙ

ቐ−
ߣ
2 +

ܦ√
2 ×

cosቀ√஽ ܤ
ଶ

ቁߦ  − sin ܣ ቀ√஽
ଶ

ቁߦ 

cosቀ√஽ ܣ
ଶ

ቁߦ  + sin ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

−
ߚ30
ߙ

ቐ−
ߣ
2 +

ܦ√
2 ×

cos ܤ ቀ√஽
ଶ

ቁߦ  − sin ܣ ቀ√஽
ଶ

ቁߦ 

cosቀ√஽ ܣ
ଶ

ቁߦ  + sin ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

ଶ

.             (4.2.53) 

When ܦ = 0, 

,ݕ,ݔ)ݒ (ݐ = −
ߤߚ30
ߙ −

ߣߚ30
ߙ ൬

ܤ
ܣ + ߦ ܤ −

ߣ
2൰ −

ߚ30
ߙ ൬

ܤ
ܣ + ߦ ܤ −

ߣ
2൰

ଶ

,             (4.2.54) 

where ߦ = ݔ + ݕ݇ − ߜଶ݇) ݐ + ଶߣߚ4 −  .are arbitrary constants ܤ and ܣ ,(ߤߚ16

Case 2: When ܦ > 0, 

,ݕ,ݔ)ݒ (ݐ = −
ଶߣ)ߚ5 + (ߤ2

ߙ −
ߣߚ30
ߙ

ቐ−
ߣ
2 +

ܦ√
2 ×

cosh ܤ ቀ√஽
ଶ

ቁߦ  + sinh ܣ ቀ√஽
ଶ

ቁߦ 

cosh ܣ ቀ√஽
ଶ

ቁߦ  + sinh ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

−
ߚ30
ߙ

ቐ−
ߣ
2 +

ܦ√
2 ×

cosh ܤ ቀ√஽
ଶ

ቁߦ  + sinh ܣ ቀ√஽
ଶ

ቁߦ 

cosh ܣ ቀ√஽
ଶ

ቁߦ  + sinh ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

ଶ

.        (4.2.55) 

When ܦ < 0, 
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,ݕ,ݔ)ݒ (ݐ = −
ଶߣ)ߚ5 + (ߤ2

ߙ −
ߣߚ30
ߙ

ቐ−
ߣ
2 +

ܦ√
2 ×

cosቀ√஽ ܤ
ଶ

ቁߦ  − sin ܣ ቀ√஽
ଶ

ቁߦ 

cosቀ√஽ ܣ
ଶ

ቁߦ  + sin ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

−
ߚ30
ߙ

ቐ−
ߣ
2 +

ܦ√
2 ×

cos ܤ ቀ√஽
ଶ

ቁߦ  − sin ܣ ቀ√஽
ଶ

ቁߦ 

cosቀ√஽ ܣ
ଶ

ቁߦ  + sin ܤ ቀ√஽
ଶ

ቁߦ 
ቑ

ଶ

.             (4.2.56) 

When ܦ = 0, 

,ݕ,ݔ)ݒ (ݐ = −
ଶߣ)ߚ5 + (ߤ2

ߙ −
ߣߚ30
ߙ ൬

ܤ
ܣ + ߦ ܤ −

ߣ
2൰ −

ߚ30
ߙ ൬

ܤ
ܣ + ߦ ܤ −

ߣ
2൰

ଶ

, (4.2.57) 

where ߦ = ݔ + ݕ݇ − ߜଶ݇) ݐ − ଶߣߚ4 +  .are arbitrary constants ܤ and ܣ ,(ߤߚ16

Since ݔ)ݑ, ,ݕ (ݐ = ,ݕ,ݔ)ଶݒ  and Taha et al. constructed the solutions (4.2.52)-(4.2.57) to (ݐ

the ODE (4.2.51), hence it may be simplified the subsequent solutions to the modified KP 

equation (4.2.49): 

Case 1: When ߣଶ − ߤ4 > 0, 

,ݕ,ݔ)ݑ (ݐ =

⎣
⎢
⎢
⎡
൞
coshܤ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ

ଶ
൰ + sinhܣ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ

ଶ
൰

coshܣ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ
ଶ

൰+ sinhܤ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ
ଶ

൰
ൢ

ଶ

×
ߤ4)ߚ15 − (ଶߣ

ߙ2 +
ଶߣߚ15

ߙ2 −
ߤߚ30
ߙ

൪

ଶ

,                                          (4.2.58) 

where ߱ = ݇ଶߜ + ଶߣߚ4 −   .are arbitrary constants ܤ and ܣ  ,ߤߚ16

When ߣଶ − ߤ4 < 0, 

,ݕ,ݔ)ݑ (ݐ =

⎣
⎢
⎢
⎡
−൞

cos ܤ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰ − sin ܣ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰

cos ܣ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰+ sin ܤ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰
ൢ

ଶ

×
ଶߣ−)ߚ15 + (ߤ4

ߙ2 +
ଶߣߚ15

ߙ2 −
ߤߚ30
ߙ

൪

ଶ

,                                      (4.2.59) 
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where ߱ = ݇ଶߜ + ଶߣߚ4 −  .are arbitrary constants ܤ and ܣ ,ߤߚ16

When ߣଶ − ߤ4 = 0, 

,ݕ,ݔ)ݑ (ݐ = ቈ
ଶߣߚ15

ߙ2 −
ߤߚ30
ߙ −

ߚ30
ߙ × ൜

ܤ
ܣ + ݔ)ܤ + ݕ݇ − ൠ(ݐ߱

ଶ

቉
ଶ

,                  (4.2.60) 

where ߱ = ݇ଶܣ  ,ߜ and ܤ are arbitrary constants. 

Case 2: When ߣଶ − ߤ4 > 0, 

,ݕ,ݔ)ݑ (ݐ =

⎣
⎢
⎢
⎡
−൞

cosh ܤ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ
ଶ

൰ + sinh ܣ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ
ଶ

൰

cosh ܣ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ
ଶ

൰ + sinh ܤ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ
ଶ

൰
ൢ

ଶ

×
ଶߣ)ߚ15 − (ߤ4

ߙ2 +
ଶߣߚ5

ߙ2 −
ߤߚ10
ߙ

൪

ଶ

,                                            (4.2.61) 

where ߱ = ݇ଶߜ − ଶߣߚ4 +   .are arbitrary constants ܤ and ܣ ,ߤߚ16

When ߣଶ − ߤ4 < 0, 

,ݕ,ݔ)ݑ (ݐ =

⎣
⎢
⎢
⎡
−൞

ݏ݋ܿ ܤ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰ − ݊݅ݏ ܣ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰

ݏ݋ܿ ܣ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰+ ݊݅ݏ ܤ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰
ൢ

ଶ

×
ߤ4)ߚ15 − (ଶߣ

ߙ2 +
ଶߣߚ5

ߙ2 −
ߤߚ10
ߙ

൪

ଶ

,                                            (4.2.62) 

where ߱ = ݇ଶߜ − ଶߣߚ4 +  .are arbitrary constants ܤ and ܣ ,ߤߚ16

When ߣଶ − ߤ4 = 0, 

,ݕ,ݔ)ݑ (ݐ = ቈ
ଶߣߚ5

ߙ2 −
ߤߚ10
ߙ −

ߚ30
ߙ × ൜

ܤ
ܣ + ݔ)ܤ + ݕ݇ − ൠ(ݐ߱

ଶ

቉
ଶ

,                    (4.2.63) 

where ߱ = ݇ଶܣ  ,ߜ and ܤ are arbitrary constants. 
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If ܤ = 0 when ܣ ≠ 0, then the following solitary solutions from (4.2.58), (4.2.59), 

(4.2.61) and (4.2.62), respectively yield: 

,ݔ)ଶ,ଵ଻ݑ ,ݕ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4 ℎସܿ݁ݏ ൭
ݔ) + ݕ݇ − ଶߣඥ(ݐ߱ − ߤ4

2
൱,           (4.2.64) 

,ݔ)ଶ,ଵ଼ݑ ,ݕ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4 ସܿ݁ݏ ൭
ݔ) + ݕ݇ − ߤඥ4(ݐ߱ − ଶߣ

2
൱ ,             (4.2.65) 

,ݔ)ଶ,ଵଽݑ ,ݕ (ݐ =
ଶߣ)ଶߚ25 − ଶ(ߤ4 ቆ1 − ℎଶ݊ܽݐ 3 ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ

ଶ
൰ቇ

ଶ

ଶߙ4 ,           (4.2.66) 

,ݔ)ଶ,ଶ଴ݑ ,ݕ (ݐ =
ଶߣ)ଶߚ25 − ଶ(ߤ4 ቆ1 + ଶ݊ܽݐ 3 ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰ቇ

ଶ

ଶߙ4 ,              (4.2.67) 

where ߱ = ݇ଶߜ + ଶߣߚ4 − ,ߙ and ߤߚ16 ,ߚ  .are real parameters ߤ and ߣ

Again, if ܣ = 0 when ܤ ≠ 0, then the subsequent solitary solutions from (4.2.58), 

(4.2.59), (4.2.61) and (4.2.62), respectively yield: 

,ݔ)ଶ,ଶଵݑ ,ݕ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4 ℎସܿݏܿ ൭
ݔ) + ݕ݇ − ଶߣඥ(ݐ߱ − ߤ4

2
൱ ,           (4.2.68) 

,ݔ)ଶ,ଶଶݑ ,ݕ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4 ସܿݏܿ ൭
ݔ) + ݕ݇ − ߤඥ4(ݐ߱ − ଶߣ

2
൱ ,             (4.2.69) 

,ݔ)ଶ,ଶଷݑ ,ݕ (ݐ =
ଶߣ)ଶߚ25 − ଶ(ߤ4 ቆ2 + ℎଶܿݏ3ܿ ൬(௫ା௞௬ିఠ௧)ඥఒమିସఓ

ଶ
൰ቇ

ଶ

ଶߙ4 ,             (4.2.70) 

,ݔ)ଶ,ଶସݑ ,ݕ (ݐ =
ଶߣ)ଶߚ25 − ଶ(ߤ4 ቆ−2 + ଶܿݏ3ܿ ൬(௫ା௞௬ିఠ௧)ඥସఓିఒమ

ଶ
൰ቇ

ଶ

ଶߙ4 ,            (4.2.71) 

where ߱ = ݇ଶߜ − ଶߣߚ4 + ,ߙ and ߤߚ16 ,ߚ  .are real parameters ߤ and ߣ
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4.2(f): The Strain Wave Equation in Microstructured Solids 

Khan and Akbar (Khan and Akbar, 2015c) considered the strain wave equation in 

microstructured solids as follows: 

௧௧ݑ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ ߝ − ௫௫௧ݑଶߙߛ + ௫௫௫௫ݑଷߙߜ − ସߙߜ) − ௫௫௧௧ݑ(଻ߙଶߛ

+ ௫௫௫௫௧ݑହߙ)ߜߛ + (௫௫௧௧ݑ଺ߙ = 0.                                                     (4.2.72) 

They discussed both the non-dissipative and dissipative cases. 

4.2(f)-I: The Non-dissipative Case 

If ߛ = 0, then the Eq. (4.2.72) is non-dissipative and it is governed by the double 

dispersive equation:  

௧௧ݑ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ} ߝ − ௫௫௫௫ݑଷߙ + {௫௫௧௧ݑସߙ = 0.                                          (4.2.73) 

By a proper manipulation there arise a set of algebraic equations and solving these 

algebraic equations, the following values of ܽ଴, ܽଵ, ܽଶ and ߱ are found: 

Set 1: 

ܽ଴ =
ଶߣ) + ଷߙ)(ߤ2 − (ସߙ
ଵ{1ߙ + ଶߣ)ߝ − ସ},    ܽଵߙ(ߤ4 =

ଷߙ)ߣ6 − (ସߙ
ଵ{1ߙ + ଶߣ)ߝ −  ,{ସߙ(ߤ4

ܽଶ =
ଷߙ)6 − (ସߙ

ଵ{1ߙ + ଶߣ)ߝ − {ସߙ(ߤ4 ,    ߱ = ±
ඥ1 + ଷߙଶߣߝ − ଷߙߤߝ4
ඥ1 + ସߙଶߣߝ − ସߙߤߝ4

 

Set 2: 

ܽ଴ =
ଷߙ−)ߤ6 + (ସߙ

ଵ{−1ߙ + ଶߣ)ߝ − ସ},    ܽଵߙ(ߤ4 = −
ଷߙ)ߣ6 − (ସߙ

ଵ{−1ߙ + ଶߣ)ߝ −  ,{ସߙ(ߤ4

ܽଶ = −
ଷߙ)6 − (ସߙ

ଵ{−1ߙ + ଶߣ)ߝ − {ସߙ(ߤ4 ,    ߱ = ±
ඥ−1 + ଷߙଶߣߝ − ଷߙߤߝ4
ඥ−1 + ସߙଶߣߝ − ସߙߤߝ4

, 

when ܽଶ ≠ 0. 

Therefore, for Set 1, the solution (4.2.1) becomes 

(ߦ)ܷ =
ଶߣ) + ଷߙ)(ߤ2 − (ସߙ
ଵ(1ߙ + ଶߣ)ߝ − (ସߙ(ߤ4 +

ଷߙ)6 − ߱ଶߙସ)
ଵߙ

൝ߣ ቆ
ᇱܩ

ܩ ቇ+ ቆ
ᇱܩ

ܩ ቇ
ଶ

ൡ.             (4.2.74) 
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Hence, they obtained the subsequent solutions: 

Family 1: When ߣଶ − ߤ4 > 0, 

,ݔ)ݑ (ݐ = −
ଶߣ) − ଷߙ)(ߤ4 − (ସߙ

ଵ(1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4 +
ଶߣ)3 − ଷߙ)(ߤ4 − (ସߙ

ଵ(1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4

× ൞
ℎݏ݋ܿܤ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰+ ℎ݊݅ݏܣ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰

ℎݏ݋ܿܣ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰ + ℎ݊݅ݏܤ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰
ൢ

ଶ

,         (4.2.75) 

where ߱ = ± ඥଵାఌఒమఈయିସఌఓఈయ
ඥଵାఌఒమఈరିସఌఓఈర

 .are arbitrary constants ܤ and ܣ ,

Family 2: When ߣଶ − ߤ4 < 0, 

,ݔ)ݑ (ݐ = −
ଶߣ) − ଷߙ)(ߤ4 − (ସߙ

ଵ(1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4 −
ଶߣ)3 − ଷߙ)(ߤ4 − (ସߙ

ଵ(1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4

× ൞
ݏ݋ܿܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ − ݊݅ݏܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰

ݏ݋ܿܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ + ݊݅ݏܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰
ൢ

ଶ

,              (4.2.76) 

where ߱ = ± ඥଵାఌఒమఈయିସఌఓఈయ
ඥଵାఌఒమఈరିସఌఓఈర

 .are arbitrary constants ܤ and ܣ ,

Family 3: When ߣଶ − ߤ4 = 0, 

,ݔ)ݑ (ݐ =
ଷߙ)6 − (ସߙ

ଵ(1ߙ + ଶߣ)ߝ − (ସߙ(ߤ4 ൜
ܤ

ܣ + ݔ) ܤ − ൠ(ݐ ߱
ଶ

−
ଶߣ) − ଷߙ)(ߤ4 − (ସߙ

ଵ(1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4 ,                                                             (4.2.77) 

where ߱ =  .are arbitrary constants ܤ and ܣ ,±1

Again for Set 2, the solution (4.2.1) becomes 

(ߦ)ܷ =
ଷߙ−)ߤ6 + (ସߙ

ଵ{−1ߙ + ଶߣ)ߝ − {ସߙ(ߤ4

−
ଷߙ)6 − (ସߙ

ଵ{−1ߙ + ଶߣ)ߝ − {ସߙ(ߤ4 ൝ߣ ቆ
ᇱܩ

ܩ ቇ + ቆ
ᇱܩ

ܩ ቇ
ଶ

ൡ .                          (4.2.78) 
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Therefore, they obtained the following solutions: 

Family 1: When ߣଶ − ߤ4 > 0, 

,ݔ)ݑ (ݐ =
ଶߣ)3 − ଷߙ)(ߤ4 − (ସߙ

ଵ{−1ߙ2 + ଶߣ)ߝ − {ସߙ(ߤ4 +
ଶߣ) − ଷߙ6−)(ߤ4 + (ସߙ6
ଵ{−1ߙ4 + ଶߣ)ߝ − {ସߙ(ߤ4

× ൞
ℎݏ݋ܿܤ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰+ ℎ݊݅ݏܣ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰

ℎݏ݋ܿܣ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰ + ℎ݊݅ݏܤ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰
ൢ

ଶ

,         (4.2.79) 

where ߱ = ± ඥିଵାఌఒమఈయିସఌఓఈయ
ඥିଵାఌఒమఈరିସఌఓఈర

 .are arbitrary constants ܤ and ܣ ,

Family 2: When ߣଶ − ߤ4 < 0, 

,ݔ)ݑ (ݐ =
ଶߣ)3 − ଷߙ)(ߤ4 − (ସߙ

ଵ{−1ߙ2 + ଶߣ)ߝ − {ସߙ(ߤ4 +
ଶߣ)3 − ଷߙ)(ߤ4 − (ସߙ

ଵ{−1ߙ2 + ଶߣ)ߝ − {ସߙ(ߤ4

× ൞
ݏ݋ܿܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ − ݊݅ݏܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰

ݏ݋ܿܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ + ݊݅ݏܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰
ൢ

ଶ

,              (4.2.80) 

where ߱ = ± ඥିଵାఌఒమఈయିସఌఓఈయ
ඥିଵାఌఒమఈరିସఌఓఈర

 .are arbitrary constants ܤ and ܣ ,

Family 3: When ߣଶ − ߤ4 = 0, 

,ݔ)ݑ (ݐ = −
ଷߙ)6 − (ସߙ

ଵ(−1ߙ + ସߙଶߣߝ − (ସߙߤߝ4 ൜
ܤ

ܣ + ݔ) ܤ − ൠ(ݐ ߱
ଶ

+
ଶߣ)3 − ଷߙ)(ߤ4 − (ସߙ

ଵ{−1ߙ2 + ଶߣ)ߝ −  ସ},                                                         (4.2.81)ߙ(ߤ4

where ߱ =  .are arbitrary constants ܤ and ܣ ,±1

If ܤ = 0 when ܣ ≠ 0, then the following solitary solutions from (4.2.75), (4.2.76), 

(4.2.79) and (4.2.80), respectively yield: 

,ݔ)ଶ,ଶହݑ (ݐ =
ଶߣ) − ଷߙ)(ߤ4 − (ସߙ ൜−1 + ℎଶ݊ܽݐ 3 ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰ൠ

ଵ{1ߙ2 + ଶߣ)ߝ − {ସߙ(ߤ4 ,              (4.2.82) 
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,ݔ)ଶ,ଶ଺ݑ (ݐ = −
ଶߣ) − ଷߙ)(ߤ4 − (ସߙ ൜1 + ଶ݊ܽݐ 3 ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ൠ

ଵ{1ߙ2 + ଶߣ)ߝ − {ସߙ(ߤ4 ,                (4.2.83) 

where ߱ = ± ඥଵାఌఒమఈయିସఌఓఈయ
ඥଵାఌఒమఈరିସఌఓఈర

ଵߙ , , ,ଷߙ ,ସߙ ,ߝ  .are real parameters ߤ and ߣ

,ݔ)ଶ,ଶ଻ݑ (ݐ =
ଶߣ)3 − ଷߙ)(ߤ4 − ℎଶܿ݁ݏ(ସߙ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰

ଵ{−1ߙ2 + ଶߣ)ߝ − {ସߙ(ߤ4 ,                               (4.2.84) 

,ݔ)ଶ,ଶ଼ݑ (ݐ =
ଶߣ)3 − ଷߙ)(ߤ4 − ଶܿ݁ݏ(ସߙ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰

ଵ(−1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4 ,                                 (4.2.85) 

where ߱ = ± ඥିଵାఌఒమఈయିସఌఓఈయ
ඥିଵାఌఒమఈరିସఌఓఈర

,ଵߙ , ,ଷߙ ସߙ , ,ߝ  .are real parameters ߤ and ߣ

Again, if ܣ = 0 when ܤ ≠ 0, then the following solitary solutions from (4.2.75), (4.2.76), 

(4.2.79) and (4.2.80), respectively yield: 

,ݔ)ଶ,ଶଽݑ (ݐ =
ଶߣ) − ቆ−1(ߤ4 + ℎଶݐ݋ܿ 3 ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰ቇ ଷߙ) − (ସߙ

ଵ(1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4 ,            (4.2.86) 

,ݔ)ଶ,ଷ଴ݑ (ݐ = −
ଶߣ) − ቆ1(ߤ4 + ଶݐ݋ܿ 3 ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ቇ ଷߙ) − (ସߙ

ଵ(1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4 ,              (4.2.87) 

where ߱ = ± ඥଵାఌఒమఈయିସఌఓఈయ
ඥଵାఌఒమఈరିସఌఓఈర

ଵߙ , , ,ଷߙ ,ସߙ ,ߝ  .are real parameters ߤ and ߣ

,ݔ)ଶ,ଷଵݑ (ݐ = −
ଶߣ)3 − ଷߙ)(ߤ4 − ℎଶܿݏܿ(ସߙ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰

ଵ(−1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4 ,                           (4.2.88) 

,ݔ)ଶ,ଷଶݑ (ݐ =
ଶߣ)3 − ଷߙ)(ߤ4 − ଶܿݏܿ(ସߙ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰

ଵ(−1ߙ2 + ଶߣ)ߝ − (ସߙ(ߤ4 ,                                  (4.2.89) 

where ߱ = ± ඥିଵାఌఒమఈయିସఌఓఈయ
ඥିଵାఌఒమఈరିସఌఓఈర

,ଵߙ , ,ଷߙ ସߙ , ,ߝ  .are real parameters ߤ and ߣ
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4.2(f)-II: The Dissipative Case 

If ߛ ≠ 0, then the Eq. (4.2.72) is dissipative and it is governed by the double dispersive 

equation, when ߜ = ߛ = ߝ and (ߝ)ܱ → 0, the equation can be written as: 

௧௧ݑ − ௫௫ݑ − ௫௫(ଶݑ)ଵߙ} ߝ + ௫௫௧ݑଶߙ − ௫௫௫௫ݑଷߙ + {௫௫௧௧ݑସߙ = 0.                       (4.2.90) 

By a proper manipulation there arise a set of algebraic equation and solving these 

algebraic equations, the following values are found: 

ܽ଴ =
1

ଷߙ)ଵߙߝ50 − ߱ଶߙସ) ଶଶߙଶ߱ߝ−] + ଷߙ−)ଶߙ߱ߣߝ30 + ߱ଶߙସ)

+ ଷߙ)25 − ߱ଶߙସ){−1 + ߱ଶ + ଶߣ)ߝ + ଷߙ)(ߤ8 − ߱ଶߙସ)}], 

ܽଵ = −
ଶߙ߱}6 − ଷߙ)ߣ5 − ߱ଶߙସ)}

ଵߙ5
, 

ܽଶ =
ଷߙ)6 − ߱ଶߙସ)

ଵߙ
, 

ℎ = ଶସߙଶ߱ସߝ] + ଷߙ)ଶଷߙଷ߱ߣଶߝ60 −߱ଶߙସ) + ଶߣ)ଶߝ850 − ଷߙ)ଶଶߙଶ߱(ߤ4 −߱ଶߙସ)ଶ

+ ଶߣ)ߣଶߝ1500 − ଷߙ−)ଶߙ߱(ߤ4 + ߱ଶߙସ)ଷ

+ ଷߙ)625 −߱ଶߙସ)ଶ{−(−1 + ߱ଶ)ଶ + ଶߣ)ଶߝ − ଷߙ)ଶ(ߤ4 − ߱ଶߙସ)ଶ}]

ଷߙ)ଵߙߝ2500}/ −߱ଶߙସ)ଶ}, 

where 

߱ =

⎩
⎪
⎨

⎪
⎧ ±1

5√2
ඨߙଶ

ଶ + ଶߣ)50 − ସߙଷߙ(ߤ4 − ଶଶߙଶඥߙ + ଶߣ)100 − ସߙଷߙ(ߤ4
ଶߣ) − ସଶߙ(ߤ4

= (ݕܽݏ)ଵߩ±

±1
5√2

ඨߙଶ
ଶ + ଶߣ)50 − ସߙଷߙ(ߤ4 + ଶଶߙଶඥߙ + ଶߣ)100 − ସߙଷߙ(ߤ4

ଶߣ) − ସଶߙ(ߤ4
= .(ݕܽݏ)ଶߩ±

 

Therefore, the solution (4.2.1) becomes: 

(ߦ)ܷ =
ଷߙ)6 − ߱ଶߙସ)

ଵߙ
ቆ
ᇱܩ

ܩ ቇ
ଶ

−
ଶߙ߱}6 − ଷߙ)ߣ5 − ߱ଶߙସ)}

ଵߙ5
ቆ
ᇱܩ

ܩ ቇ

+
1

ଷߙ)ଵߙߝ50 −߱ଶߙସ) ଶଶߙଶ߱ߝ−] + ଷߙ−)ଶߙ߱ߣߝ30 + ߱ଶߙସ)

+ ଷߙ)25 − ߱ଶߙସ){−1 + ߱ଶ + ଶߣ)ߝ + ଷߙ)(ߤ8 − ߱ଶߙସ)}],    (4.2.91) 
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where ߱ = ± ݎ݋ ଵߩ±  .ଶߩ

Hence, they obtained the following solutions: 

Set 1: When ߣଶ − ߤ4 > 0, 

,ݔ)ݑ (ݐ = −
ଶଶߙଶ߱ߝ + ଷߙ)25 −߱ଶߙସ){1− ߱ଶ + ଶߣ)ߝ2 − ଷߙ)(ߤ4 − ߱ଶߙସ)}

ଷߙ)ଵߙߝ50 − ߱ଶߙସ)

− ൞
ℎݏ݋ܿܤ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰ + ℎ݊݅ݏܣ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰

ℎݏ݋ܿܣ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰ + ℎ݊݅ݏܤ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰
ൢ

×
ଶߣଶඥߙ3߱ − ߤ4

ଵߙ5
+

ଶߣ)3 − ଷߙ)(ߤ4 − ߱ଶߙସ)
ଵߙ2

× ൞
ℎݏ݋ܿܤ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰+ ℎ݊݅ݏܣ ൬(௫ିఠ ௧)ඥఒమିସఓ

ଶ
൰

ℎݏ݋ܿܣ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰ + ℎ݊݅ݏܤ ൬(௫ିఠ ௧)ඥఒమିସఓ
ଶ

൰
ൢ

ଶ

,         (4.2.92) 

where ߱ = ± ݎ݋ ଵߩ±  .are arbitrary constants ܤ and ܣ ,ଶߩ

Set 2: When ߣଶ − ߤ4 < 0, 

,ݔ)ݑ (ݐ = −
ଶଶߙଶ߱ߝ + ଷߙ)25 −߱ଶߙସ){1− ߱ଶ + ଶߣ)ߝ2 − ଷߙ)(ߤ4 − ߱ଶߙସ)}

ଷߙ)ଵߙߝ50 − ߱ଶߙସ)

−
ߤଶඥ4ߙ3߱ − ଶߣ

ଵߙ5
× ൞

ݏ݋ܿܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ − ݊݅ݏܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰

ݏ݋ܿܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ + ݊݅ݏܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰
ൢ

+
ߤ4)3 − ଷߙ)(ଶߣ −߱ଶߙସ)

ଵߙ2

× ൞
ݏ݋ܿܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ − ݊݅ݏܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰

ݏ݋ܿܣ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰ + ݊݅ݏܤ ൬(௫ିఠ ௧)ඥସఓିఒమ

ଶ
൰
ൢ

ଶ

,              (4.2.93) 

where ߱ = ± ݎ݋ ଵߩ±  .are arbitrary constants ܤ and ܣ ,ଶߩ
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Set 3: When ߣଶ − ߤ4 = 0, 

,ݔ)ݑ (ݐ = −
ଶଶߙଶ߱ߝ + ଷߙ)25 −߱ଶߙସ){1− ߱ଶ + ଶߣ)ߝ2 − ଷߙ)(ߤ4 − ߱ଶߙସ)}

ଷߙ)ଵߙߝ50 − ߱ଶߙସ)

−
ଶߙ6߱
ଵߙ5

× ൜
ܤ

ܣ + ݔ) ܤ − ൠ(ݐ ߱ +
ଷߙ)6 −߱ଶߙସ)

ଵߙ

× ൜
ܤ

ܣ + ݔ) ܤ − ൠ(ݐ ߱
ଶ

,                                                                     (4.2.94) 

where ߱ = ± ݎ݋ ଵߩ±  .are arbitrary constants ܤ and ܣ ,ଶߩ

If ܤ = 0 when ܣ ≠ 0, then the following solitary solutions from (4.2.92) and (4.2.93), 

respectively yield: 

,ݔ)ଶ,ଷଷݑ (ݐ = −
ଶଶߙଶ߱ߝ + ଷߙ)25 − ߱ଶߙସ){1 − ߱ଶ + ଶߣ)ߝ2 − ଷߙ)(ߤ4 −߱ଶߙସ)}

ଷߙ)ଵߙߝ50 −߱ଶߙସ)

−
3

ଵߙ10
ℎ൭݊ܽݐ

ݔ) − ଶߣඥ(ݐ ߱ − ߤ4
2

൱൝2ඥߣଶ − ଶߙ߱ ߤ4

− ଶߣ)5 − ଷߙ)(ߤ4 −߱ଶߙସ)݊ܽݐℎ൭
ݔ) − ଶߣඥ(ݐ ߱ − ߤ4

2
൱ൡ,      (4.2.95) 

,ݔ)ଶ,ଷସݑ (ݐ = −
ଶଶߙଶ߱ߝ + ଷߙ)25 − ߱ଶߙସ){1 − ߱ଶ + ଶߣ)ߝ2 − ଷߙ)(ߤ4 −߱ଶߙସ)}

ଷߙ)ଵߙߝ50 −߱ଶߙସ)

+
3

ଵߙ10
݊ܽݐ ൭

ݔ) − ߤඥ4(ݐ ߱ − ଶߣ

2
൱ ൝2ඥ−ߣଶ + ଶߙ߱ߤ4

− ଶߣ)5 − ଷߙ)(ߤ4 −߱ଶߙସ) × ݊ܽݐ ൭
ݔ) − ߤඥ4(ݐ ߱ − ଶߣ

2
൱ൡ ,   (4.2.96) 

where ߱ = ± ݎ݋ ଵߩ± ,ߝ ,ଶߩ ଵߙ,ߤ,ߣ  .ସ are real parametersߙ ଷ andߙ,ଶߙ,

Also, if ܤ = 0 when ܣ ≠ 0, then the following solitary solutions from (4.2.92) and 

(4.2.93), respectively yield: 
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,ݔ)ଶ,ଷହݑ (ݐ = −
ଶଶߙଶ߱ߝ + ଷߙ)25 − ߱ଶߙସ){1 − ߱ଶ + ଶߣ)ߝ2 − ଷߙ)(ߤ4 −߱ଶߙସ)}

ଷߙ)ଵߙߝ50 −߱ଶߙସ)

−
3

ଵߙ10
൝2ඥߣଶ − ଶߙ߱ ߤ4 − ଶߣ)5 − ଷߙ)(ߤ4 −߱ଶߙସ)

× ℎݐ݋ܿ ൭
ݔ) − ଶߣඥ(ݐ߱ − ߤ4

2
൱ൡ ℎݐ݋ܿ ൭

ݔ) − ଶߣඥ(ݐ߱ − ߤ4
2

൱ , (4.2.97) 

,ݔ)ଶ,ଷ଺ݑ (ݐ = −
ଶଶߙଶ߱ߝ + ଷߙ)25 − ߱ଶߙସ){1 − ߱ଶ + ଶߣ)ߝ2 − ଷߙ)(ߤ4 −߱ଶߙସ)}

ଷߙ)ଵߙߝ50 −߱ଶߙସ)

−
3

ଵߙ10
ଷߙ) −߱ଶߙସ) ൝2ඥ−ߣଶ + ଶߙ߱ ߤ4 + ଶߣ)5 − (ߤ4

× ݐ݋ܿ ൭
ݔ) − ߤඥ4(ݐ߱ − ଶߣ

2
൱ൡܿݐ݋ ൭

ݔ) − ߤඥ4(ݐ߱ − ଶߣ

2
൱ ,       (4.2.98) 

where ߱ = ± ݎ݋ ଵߩ± ,ߝ ,ଶߩ ଵߙ,ߤ,ߣ  .ସ are real parametersߙ ଷ andߙ,ଶߙ,
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Chapter 5 

The Graphical Representations and Physical 
Explanations  

Preview Material 
 5.1: The Graphical Representations 

 5.1(a): The KdV Equation 
 5.1(b): The Boussinesq Equation 
 5.1(c): The Fifth-order KdV Equation 
 5.1(d): The Modified Schamel Equation for Acoustic 
Waves in Plasma Physics 
 5.1(e): The Modified Kadomtsev-Petviashvili (KP) 
Equation for Acoustic Waves in Plasma Physics 
 5.1(f): The Strain Wave Equation in Microstructured 
Solids 

o 5.1(f)-I: The Non-dissipative Case 
o 5.1(f)-II: The Dissipative Case 

 5.2: The Physical Explanations 
 5.2(a): The KdV Equation 
 5.2(b): The Boussinesq Equation 
 5.2(c): The Fifth-order KdV Equation 
 5.2(d): The Modified Schamel Equation for Acoustic 
Waves in Plasma Physics 
 5.2(e): The Modified Kadomtsev-Petviashvili (KP) 
Equation for Acoustic Waves in Plasma Physics 
 5.2(f): The Strain Wave Equation in Microstructured 
Solids 

o 5.2(f)-I: The Non-dissipative Case 
o 5.2(f)-II: The Dissipative Case 
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In this Chapter, we have interpreted the nature and physical significance of the traveling 

wave solution to the NLEEs found in Chapter 4 by means of the graphical representation. 

5.1: The Graphical Representations 

By means of graphical representation one can explain the physical structure of the 

problems born in our real life. The basic knowledge of graph is very easy and it is a 

powerful mathematical tool because it shows the relation of any two or more materials 

used in our daily life.  Mathematically, a graph represents the diagram to any solution of 

problems and it describes clearly the character of analytical or numerical or close-form 

solutions or any information to repeatedly use for proportional reason. Also it needs 

construction of the basic acquaintance of a graph signified, when doing computation in 

daily life. Therefore, we have drawn some graphs of the obtained solutions to the NLEEs 

examined in Chapter 4 through the MSE method. 

5.1(a): The KdV Equation 

We have drawn some graphs of the obtained traveling wave solutions to the KdV 

equation via the MSE method and represented in the subsequent figures 1-8 with the aid 

of symbolic computation software, such as Mathematica: 

  
Figure 1: Sketch of the anti-bell shape soliton ݑଵ,ଵ 
in (4.1.17) to the KdV equation for ߜ = −2, 
߱ = −1 within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 2: Sketch of the singular multi-soliton ݑଵ,ଶ 
in (4.1.18) to the KdV equation for ߜ = 1, ߱ = 1 
within −10 ≤ ,ݔ ݐ ≤ 10. 
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Figure 3: Sketch of the periodic singular solution 
ߜ ଵ,ଷ in (4.1.19) to the KdV equation forݑ = 1, 
߱ = 0.5 within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 4: Sketch of singular periodic solution ݑଵ,ସ 
in (4.1.20) to the KdV equation for ߜ = −1, ߱ = 1 
within −10 ≤ ,ݔ ݐ ≤ 10. 

  
Figure 5: Sketch of the bell shape soliton ݑଵ,ହ in 
(4.1.23) to the KdV equation for ߜ = 1,  ߱ = −1 
within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 6: Sketch of the singular bell shape soliton 
ଵ,଺ݑ  in (4.1.24) to the KdV equation for ߜ = −1, 
 ߱ = 1 within −10 ≤ ,ݔ ݐ ≤ 10. 

  
Figure 7: Sketch of the singular periodic solution 
ଵ,଻ݑ  in (4.1.25) to the KdV equation for ߜ = −1.5, 
 ߱ = −1 within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 8: Sketch of the singular periodic solution 
଼,ଵݑ  in (4.1.26) to the KdV equation for ߜ = −1.5, 
 ߱ = 0.5 within −10 ≤ ,ݔ ݐ ≤ 10. 
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5.1(b): The Boussinesq Equation 

In this sub-section, we have drawn the diagrams of the obtained solutions to the 

Boussinesq equation through the MSE method and represented in figures 9-16 with the 

help of symbolic computation software, such as Mathematica: 

 

  
Figure 9: Shape of the anti-bell type soliton ݑଵ,ଽ 
shown in (4.1.37) to the Boussinesq equation for 
߱ = −0.75 within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 10: Shape of the singular bell type soliton 
 ଵ,ଵ଴ shown in (4.1.38) to the Boussinesq equationݑ
for ߱ = −0.75 within −10 ≤ ,ݔ ݐ ≤ 10. 

  

Figure 11: Shape of the singular periodic solution 
 ଵ,ଵଵshown  in (4.1.39) to the Boussinesq equationݑ
for ߱ = −1.5 within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 12: Shape of the singular periodic solution 
 ଵ,ଵଶ shown in (4.1.40) to the Boussinesq equationݑ
for ߱ = −1.5 within −10 ≤ ,ݔ ݐ ≤ 10. 



101 
 

  
Figure 13: Shape of anti-bell type soliton ݑଵ,ଵଷ 
shown in (4.1.43) to the Boussinesq equation for 
߱ = −1.5 within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 14: Shape of the singular bell type soliton 
 ଵ,ଵସ shown in (4.1.44) to the Boussinesq equationݑ
for ߱ = −1.2 within −10 ≤ ,ݔ ݐ ≤ 10. 

  
Figure 15: Shape the singular periodic solution 
 ଵ,ଵହ shown in (4.1.45) to the Boussinesq equationݑ
for ߱ = 0.001 within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 16: Shape the singular multiple solution ݑଵ,ଵ଺ 
shown in (4.1.46) to the Boussinesq equation for 
߱ = 0.2 within −10 ≤ ,ݔ ݐ ≤ 10. 

5.1(c): The Fifth-order KdV Equation 

In this sub-section, we have illustrated the figures of the obtained traveling solutions to 

the fifth-order KdV equation by the MSE method represented in the following figures 17-

24 through the assistance of symbolic computation software: 
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Figure 17: Structure of bell shape soliton ݑଵ,ଵ଻ set 
down in (4.1.59) to the fifth-order KdV equation 
for ߙ = ߚ ,1− = ߛ ,1 = −1.5 and ߤ = −1 within 
−10 ≤ ,ݔ ݐ ≤ 10. 

Figure 18: Structure of singular anti-bell shape soliton 
 ଵ,ଵ଼ in (4.1.60) to the fifth-order KdV equation forݑ
ߙ = ߚ ,1− = ߛ ,1 = −1.5 and ߤ = −1 within 
−10 ≤ ,ݔ ݐ ≤ 10. 

  
Figure 19: Structure of singular solution ݑଵ,ଵଽ set 
down in (4.1.61) to the fifth-order KdV equation 
for ߙ = ߚ ,1 = ߛ ,1 = 1.5 and ߤ = −1 within 
−10 ≤ ,ݔ ݐ ≤ 10. 

Figure 20: Structure of singular periodic solution 
 ଵ,ଶ଴ set down in (4.1.62)  to the fifth-order KdVݑ
equation for ߙ = ߚ ,1− = ߛ ,1 = −1 and ߤ = −2 
within −10 ≤ ,ݔ ݐ ≤ 10. 

  
Figure 21: Structure of anti-bell type soliton ݑଵ,ଶଵ 
set down in (4.1.65) to the fifth-order KdV 
equation for ߙ = ߚ ,1 = ߛ ,1 = −1 and ߤ = −1 
within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 22: Structure of the single soliton ݑଵ,ଶଶ set 
down in (4.1.66) to the fifth-order KdV equation for 
ߙ = ߚ ,1− = ߛ ,1 = 0.5 and ߤ = −1 within −10 ≤
,ݔ ݐ ≤ 10. 
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Figure 23: Structure of singular periodic solution 
 ଵ,ଶଷ set down in (4.1.67) to the fifth-order KdVݑ
equation for ߙ = ߚ ,2− = ߛ ,2 = 2 and ߤ = −2 
within −10 ≤ ,ݔ ݐ ≤ 10. 

Figure 24: Structure of the singular periodic solution 
 ଵ,ଶସ set down in (4.1.68) to the fifth-order KdVݑ
equation for ߙ = ߚ ,2 = ߛ ,2− = −2 and ߤ = 2 
within −10 ≤ ,ݔ ݐ ≤ 10. 

5.1(d): The Modified Schamel Equation for Acoustic Waves in 
Plasma Physics 

In this sub-section, we have shown the subsequent figures of the obtained solitary 

solutions to the modified Schamel equation for acoustic waves in plasma physics via the 

MSE method and presented in the figures 25-32 with the help of symbolic computation 

software: 

  
Figure 25: Form of the anti-bell shape soliton ݑଵ,ଶହ 
written down in (4.1.85) to the modified Schamel 
equation for k= ߜ ,2− = −2, and ߱ = −2 within 
0 ≤ ,ݔ ݐ ≤ 1. 

Figure 26: Form of singular bell shape soliton ݑଵ,ଶ଺ 
written down in (4.1.86) to the modified Schamel 
equation for k= ߜ ,2− = −2, and ߱ = −2 within 
−1 ≤ ,ݔ ݐ ≤ 1. 
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Figure 27: Form of the figure of a part of the singular 
periodic solution ݑଵ,ଶ଻ written down in (4.1.87) to the 
modified Schamel equation for k= ߜ ,2− = −2, 
߱ = −1 within −3 ≤ ,ݔ ݐ ≤ 3. 

Figure 28: Form of the figure of a part of the singular 
periodic solution ݑଵ,ଶ଼ written down in (4.1.88) to the 
modified Schamel equation for ݇ = ߜ ,2− = −2, 
߱ = −0.5within−5 ≤ ,ݔ ݐ ≤ 5. 

  
Figure 29: Form of singular bell shape soliton ݑଵ,ଶଽ 
written down in (4.192) to the modified Schamel 
equation for ݇ = ߜ ,1− = −1, and ߱ = −1 within 
−3 ≤ ,ݔ ݐ ≤ 3. 

Figure 30: Form of the solution ݑଵ,ଷ଴ written down in 
(4.1.93) to the modified Schamel equation for ݇ = 1, 
ߜ = −0.5, ߱ = 2 within −5 ≤ ,ݔ ݐ ≤ 5. 

  
Figure 31: Form of the figure as the part of the 
singular periodic solution ݑଵ,ଷଵ written down in 
(4.1.94) to the modified Schamel equation for 
݇ = ߜ ,2− = −2, ߱ = 0.3 with −5 ≤ ,ݔ ݐ ≤ 5. 

Figure 32: Form of the figure as the part of the 
singular periodic solution ݑଵ,ଷଶ written down in 
(4.1.95) to the modified Schamel equation for ݇ = 2, 
ߜ = 2, and ߱ = 0.3 within −5 ≤ ,ݔ ݐ ≤ 5. 
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5.1(e): The Modified Kadomtsev-Petviashvili (KP) Equation 
for Acoustic Waves in Plasma Physics 

In this sub-section, we have drawn the diagrams of the obtained traveling solutions to the 

modified KP equation for acoustic waves in plasma physics by using the MSE method 

and represented in figures 33-40 with the aid of symbolic computation software: 

 

  
Figure 33: Diagram of the bell shape soliton ݑଵ,ଷଷ 
mentioned in (4.1.112) to the modified KP equation 
for ݇ = ߙ ,2− = ߚ ,2− = ߜ ,2 = −2 and ߱ = −2 
within −3 ≤ ,ݔ ݐ ≤ 3. 

Figure 34: Diagram of the singular multi-soliton 
 ଵ,ଷସ mentioned in (4.1.113) to the modified KPݑ
equation for ݇ = ߙ ,1.5− = ߚ ,1− = ߜ ,1 = −1 
and ߱ = −1 within 0 ≤ ݐ ≤ 3, −3 ≤ ݔ ≤ 3 

  
Figure 35: Diagram of the singular periodic solution 
 ଵ,ଷହ mentioned in (4.1.114) to the modified KPݑ
equation for ݇ = ߙ ,2 = ߚ ,1 = ߜ ,1 = 1, ߱ = −1 
within −8 ≤ ,ݔ ݐ ≤ 8. 

Figure 36: Diagram of the singular periodic solution 
 ଵ,ଷହ mentioned in (4.1.115) to the modified KPݑ
equation for ݇ = ߙ ,2 = ߚ ,1 = ߜ ,1 = 1 and 
߱ = −1 within −8 ≤ ,ݔ ݐ ≤ 8. 
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Figure 37: Diagram of the solution ݑଵ,ଷ଻ mentioned 
in (4.1.119) to the modified KP equation for ݇ =
ߙ ,2− = ߚ ,2− = ߜ ,2− = −2 and ߱ = −2 within 
−8 ≤ ,ݔ ݐ ≤ 8. 

Figure 38: Diagram of the singular bell shape 
soliton ݑଵ,ଷ଼ mentioned in (4.1.120) to the modified 
KP equation for ݇ = ߙ ,2− = ߚ ,2− = ߜ ,2− = −2 
and ߱ = −2 within −8 ≤ ,ݔ ݐ ≤ 8. 

  
Figure 39: Diagram of the periodic solution ݑଵ,ଷଽ 
mentioned in (4.1.121) to the modified KP equation 
for ݇ = ߙ ,2− = ߚ ,2− = ߜ ,0.45 = −1 and 
߱ = −1 within −8 ≤ ,ݔ ݐ ≤ 8. 

Figure 40: Diagram of the periodic solution ݑଵ,ସ଴ 
mentioned in (4.1.122) to the modified KP equation 
for ݇ = ߙ ,2− = ߚ ,2− = ߜ ,0.45 = −1 and 
߱ = −1 within −8 ≤ ,ݔ ݐ ≤ 8. 

5.1(f): The Strain Wave Equation in Microstructured Solids 

In this sub-section, we have illustrated the graphs of the solutions to the strain wave 

equation in microstructured solids for non-dissipative and dissipative cases obtained 

through the MSE method and represent in the figures 41-48 for non-dissipative case and 

the figures 49-64 for dissipative case with the support of symbolic computation software: 
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5.1(f)-I: The Non-dissipative Case 

  
Figure 41: Plot of bell shape soliton ݑଵ,ସଵ  set down 
in (4.1.135) to the strain wave equation in 
microstructured solids for non-dissipative case when 
ߝ = ଵߙ ,0.1 = ଷߙ,1 = ସߙ ,1 = 1.25 and ߱ = −1.5 
within −8 ≤ ,ݔ ݐ ≤ 8. 

Figure 42: Plot of multi-soliton ݑଵ,ସଶ set down in 
(4.1.136) to the strain wave equation in 
microstructured solids for non-dissipative case when 
ߝ = ଵߙ ,0.1 = ଷߙ,2− = ସߙ ,2 = 2 and ߱ = 1.1 
within −8 ≤ ,ݔ ݐ ≤ 8. 

  
Figure 43: Plot of singular periodic solution ݑଵ,ସଷ set 
down in (4.1.137) to the strain wave equation in 
microstructured solids for non-dissipative case when 
ߝ = ଵߙ ,0.1 = ଷߙ,2 = ସߙ ,2− = −2 and ߱ = 2 
within −2 ≤ ,ݔ ݐ ≤ 2. 

Figure 44: Plot of singular periodic solution ݑଵ,ସସ 
written down in (4.1.138) to the strain wave 
equation in microstructured solids for non-
dissipative case when ߝ = ଵߙ ,0.1 = ଷߙ,2 = −2, 
ସߙ = −2 and ߱ = 2 within −2 ≤ ,ݔ ݐ ≤ 2. 

  
Figure 45: Plot of anti-bell shape soliton ݑଵ,ସହ 
written down in (4.1.141) to the strain wave 
equation in microstructured solids for non-
dissipative case when ߝ = ଵߙ ,0.1 = ଷߙ,2 = −2, 
ସߙ = −2 and ߱ = −2 within −8 ≤ ,ݔ ݐ ≤ 8. 

Figure 46: Plot of singular anti-bell shape soliton 
 ଵ,ସ଺ written down in (4.1.142) to the strain waveݑ
equation in microstructured solids for non-
dissipative case when ߝ = ଵߙ ,0.1 = ଷߙ,2− = −2, 
ସߙ = −2 and ߱ = −2 within −8 ≤ ,ݔ ݐ ≤ 8. 
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Figure 47: Plot of periodic multi-solution ݑଵ,ସ଻ 
mentioned in (4.1.143) to the strain wave equation 
in microstructured solids for non-dissipative case 
when ߝ = ଵߙ ,0.1 = ଷߙ,2− = ସߙ ,1− = 1 and 
߱ = 1.25 within −8 ≤ ,ݔ ݐ ≤ 8. 

Figure 48: Plot of periodic multi-solution ݑଵ,ସ଼ 
mentioned in (4.1.144) to the strain wave equation 
in microstructured solids for non-dissipative case 
when ߝ = ଵߙ ,0.1 = ଷߙ,2− = ସߙ ,1− = 1 and 
߱ = 1.25 within −8 ≤ ,ݔ ݐ ≤ 8. 

5.1(f)-II: The Dissipative Case 

  
Figure 49: Sketch of the kink soliton  ݑଵ,ସଽ shown in 
(4.1.156) to the strain wave equation for dissipative 
case when ߝ = ଵߙ ,0.1 = ଶߙ ,2− = ଷߙ ,2− = −2 
and ߙସ = −2 within −8 ≤ ,ݔ ݐ ≤ 8 for ω = ଵߠ . 

Figure 50: Sketch of the kink soliton  ݑଵ,ସଽ shown in 
(4.1.156) to the strain wave equation for dissipative 
case when ߝ = ଵߙ ,0.1 = ଶߙ ,2− = ଷߙ ,2− = −2 
and ߙସ = −2 within −8 ≤ ,ݔ ݐ ≤ 8 for ω = ଵߠ− . 

  
Figure 51: Sketch of the kink soliton  ݑଵ,ସଽ shown in 
(4.1.156) to the strain wave equation for dissipative 
case when ߝ = ଵߙ ,0.1 = ଶߙ ,2− = ଷߙ ,2− = −2 
and ߙସ = −2 within 0 ≤ ݐ  ≤ 10, −5 ≤ ݔ ≤ 5 for 
ω =  .ଶߠ

Figure 52: Shape of the kink soliton  ݑଵ,ସଽ shown in 
(4.1.156) to the strain wave equation for dissipative 
case when ߝ = ଵߙ ,0.1 = ଶߙ ,2− = ଷߙ ,2− = −2 
and ߙସ = −2 within 0 ≤ ݐ  ≤ 10, −5 ≤ ݔ ≤ 5 for 
ω =  .ଶߠ−
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Figure 53: Sketch of the singular solution  ݑଵ,ହ଴ 
shown in (4.1.157) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,2− = −2, 
ଷߙ = −2 and ߙସ = −2 within −25 ≤ ݐ  ≤ 25, 
−20 ≤ ݔ ≤ 20 for ω =  .ଵߠ

Figure 54: Sketch of the singular solution  ݑଵ,ହ଴ 
shown in (4.1.157) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,2− = −2, 
ଷߙ = ସߙ ,2− = −2 within the range −25 ≤ ݐ  ≤
25,−20 ≤ ݔ ≤ 20 for ω = ଵߠ− . 

  
Figure 55: Sketch of the singular solution  ݑଵ,ହ଴ 
shown in (4.1.157) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,2− = −2, 
ଷߙ = −2 and ߙସ = −2 within −25 ≤ ݐ  ≤ 25, 
−20 ≤ ݔ ≤ 20 for ω =  .ଶߠ

Figure 56: Sketch of the singular solution ݑଵ,ହ଴ 
shown in (4.1.157) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,2− = −2, 
ଷߙ = −2 and ߙସ = −2 within −25 ≤ ݐ  ≤ 25, 
−20 ≤ ݔ ≤ 20 for ω =  .ଶߠ−

  
Figure 57: Sketch of the kink solution ݑଵ,ହଵ shown 
in (4.1.160) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = 1, 
ଷߙ = 0.5 and ߙସ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for 
ω =  .ଵߴ

Figure 58: Sketch of the steeped kink solution ݑଵ,ହଵ 
shown in (4.1.160) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = 1, 
ଷߙ = 0.5 and ߙସ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for 
ω =  .ଵߴ−
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Figure 59: Sketch of the kink solution ݑଵ,ହଵ in 
(4.1.160) to the strain wave equation for dissipative 
case when  ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and 
ସߙ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଶߴ

Figure 60: Sketch of the kink solution ݑଵ,ହଵ in 
(4.1.160) to the strain wave equation for dissipative 
case when  ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and 
ସߙ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଶߴ−

  
Figure 61: Sketch of the single soliton solution ݑଵ,ହଶ 
in (4.1.161) to the strain wave equation for 
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = 1, 
ଷߙ = 0.5 and ߙସ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for 
ω =  .ଵߴ

Figure 62: Sketch of the solution ݑଵ,ହଶ in (4.1.161) 
to the strain wave equation for dissipative case 
when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and 
ସߙ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଵߴ−

  
Figure 63: Sketch of the singular kink type solution 
 ଵ,ହଶ in (4.1.161) to the strain wave equation forݑ
dissipative case when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = 1, 
ଷߙ = 0.5 and ߙସ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for 
ω =  .ଶߴ

Figure 64: Sketch of the solution ݑଵ,ହଶ in (4.1.161) 
to the strain wave equation for dissipative case 
when ߝ = ଵߙ ,0.1 = ଶߙ ,1 = ଷߙ ,1 = 0.5 and 
ସߙ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 for ω =  .ଶߴ−
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5.2: The Physical Explanations 

In this section, we have discussed the significance of the accomplished solutions through 

figures of the NLEEs studied in Chapter 4. NLEEs have different types solitary wave 

solutions, such as, soliton, singular soliton, bell shape soliton, anti-bell shape soliton, 

singular bell shape soliton, singular anti-bell shape soliton, kink, singular kink, periodic, 

singular periodic solution etc. In the following, we have described the nature of the 

derived solutions for different values of the parameters: 

5.2(a): The KdV Equation  

In this sub-section, we have described the behavior of the solutions to the KdV equation. 

By means of the MSE method, we have achieved eight solutions, ݑଵ,ଵ to ݑଵ,଼ to the KdV 

equation. The solutions include bell shaped solitons, singular solitons, singular periodic 

solutions as a particular case of the generalized solitary wave solutions. The graphs are 

labeled as figure 1 to figure 8. The figure 1 of the solution ݑଵ,ଵ, shows that the solution 

represent anti-bell shape soliton for ߜ = −2,    ߱ = −1 within −10 ≤ ,ݔ ݐ ≤ 10. The 

solution ݑଵ,ଶ written down in (4.1.18) represents the singular soliton solution. Its graph is 

drawn for ߜ = 1,    ߱ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 and labeled as figure 2. The solution 

 ଵ,ସ set down in (4.1.20) represent the periodicݑ ଵ,ଷ set down in (4.1.19) and the solutionݑ

singular solution. Solution (4.1.19) is plotted for ߜ = 1,    ߱ = 0.5 within −10 ≤ ,ݔ ݐ ≤

10 and labeled as figure 3. On the other hand, solution (4.1.20) is plotted for ߜ =

−1,    ߱ = 1 within −10 ≤ ,ݔ ݐ ≤ 10 and labeled as figure 4. It is noted that the solution 

 ଵ,ହ written down in (4.1.23) represents the bell shape soliton. Its figure is drawn forݑ

ߜ = 1,  ߱ = −1 within −10 ≤ ,ݔ ݐ ≤ 10 and labeled as figure 5. The solution ݑଵ,଺ 

written down in (4.1.24) is the singular bell type soliton. It is plotted for ߜ = −1,  ߱ = 1 

within −10 ≤ ,ݔ ݐ ≤ 10 and assigned in figure 6. Moreover, the solutions ݑଵ,଻ written 
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down in (4.1.25) and the solution ݑଵ,଼ written down in (4.1.26) are singular periodic 

solution. Solution ݑଵ,଻ is plotted for ߜ = −1.5,  ߱ = −1 within −10 ≤ ,ݔ ݐ ≤ 10 and 

assigned in figure 7 and solution ݑଵ,଼   is plotted for ߜ = −1.5,  ߱ = 0.5 within −10 ≤ ,ݔ

ݐ ≤ 10 and assigned in figure 8. 

5.2(b): The Boussinesq Equation 

In this sub-section, we have interpreted the characteristics of the achieved solutions to the 

Boussinesq equation by the MSE method. 

We have derived different types of solutions to the Boussinesq equation (4.1.27) in 

Chapter 4 through the MSE method. The solutions involve solitary solutions, solitons, 

singular solitons and singular periodic solutions and displayed in the figure 9 to figure 16. 

The solution ݑଵ,ଽ to Eq. (4.1.37) and the solution ݑଵ,ଵଷ to Eq. (4.1.43) are the anti-bell 

shape soliton solution to the Boussinesq equation (4.1.27). The figure of ݑଵ,ଽ is sketch for 

߱ = −0.75 and labeled as figure 9. On the other hand, the figure of ݑଵ,ଵଷ is sketch for 

߱ = −1.5 and labeled as figure 13 within the range −10 ≤ ,ݔ ݐ ≤ 10 which gives the 

inner information of the physical phenomena. Solution ݑଵ,ଵ଴ to Eq. (4.1.38) and the 

solution ݑଵ,ଵସ to Eq. (4.1.44) to the Boussinesq equation are singular bell type soliton 

solution. In figure 10, we have sketched the solution ݑଵ,ଵ଴ for ߱ = −0.75 within the 

range −10 ≤ ,ݔ ݐ ≤ 10  and in figure 14, we have sketched the solution ݑଵ,ଵସ for 

߱ = −1.5 within the same range. The solutions ݑଵ,ଵଵ to Eq. (4.1.39), ݑଵ,ଵଶ to Eq. 

 ଵ,ଵ଺ to Eq. (4.1.46) are singular periodicݑ  ଵ,ଵହ to Eq. (4.1.45) and the solutionݑ ,(4.1.40)

solutions. In figure 11, we sketch the solution ݑଵ,ଵଵ for ߱ = −1.5, in figure 12, the 

solution ݑଵ,ଵଶ has been sketched for ߱ = −1.5, in figure 15, we sketch the solution  ݑଵ,ଵହ 

for ߱ = 0.001 and in figure 16, we sketch the solutionݑଵ,ଵ଺ for ߱ = 0.2 within the range 

−10 ≤ ,ݔ ݐ ≤ 10, which described the characteristics of the period solution. 
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5.2(c): The Fifth-order KdV Equation 

In this sub-section, we have explained the nature of the derived solutions to the fifth-order 

KdV equation (4.1.47). 

Using the MSE method, we have derived several solutions to the fifth-order KdV 

equation (4.1.47). These solutions attach the solitary wave solutions or solitons, singular 

solitons and singular periodic solutions and showed in the figure 17 to figure 24. In figure 

17, we have illustrated the soliton ݑଵ,ଵ଻ shown in (4.1.59). It represents bell shape solitary 

wave soliton for ߙ = ߚ ,1− = ߛ ,1 = −1.5 and ߤ = −1 within the plot limit −10 ≤ ,ݔ

ݐ ≤ 10 and in the figure 18, we have illustrated the singular soliton ݑଵ,ଵ଼ shown in 

(4.1.60) to the fifth-order KdV equation (4.1.47). It shows that the soliton ݑଵ,ଵ଼ is a anti-

bell shape singular soliton for ߙ = ߚ ,1− = ߛ ,1 = −1.5 and ߤ = −1 within the plot 

limit −10 ≤ ,ݔ ݐ ≤ 10. Also the singular solution ݑଵ,ଵଽ shown in (4.1.61) denoted by the 

figure 19. This figure depicted the character of the solution is a part of the periodic 

singular solution for a small region when  ߙ = ߚ ,1 = ߛ ,1 = 1.5 and ߤ = −1 within 

−10 ≤ ,ݔ ݐ ≤ 10. Moreover the solution ݑଵ,ଶ଴ shown in (4.1.62) denoted by the figure 

20 expresses the singular periodic solution for ߙ = ߚ ,1− = ߛ ,1 = −1 and ߤ = −2 

within the plot limit −10 ≤ ,ݔ ݐ ≤ 10. Again the anti-bell shape soliton ݑଵ,ଶଵ shown in 

(4.1.65) is denoted by the figure 21. The figure 21, shows the solution ݑଵ,ଶଵ is a anti-bell 

shape soliton, when ߙ = ߚ ,1 = ߛ ,1 = −1 and ߤ = −1 within the plot limit −10 ≤ ,ݔ

ݐ ≤ 10. And the singular soliton ݑଵ,ଶଶ shown in (4.1.66) is denoted by the figure 22. This 

figure explains single soliton wave, when ߙ = ߚ ,1− = ߛ ,1 = 0.5 and ߤ = −1 within 

the plot limit −10 ≤ ,ݔ ݐ ≤ 10. Furthermore the singular solution ݑଵ,ଶଷ shown in (4.1.67) 

presented by the figure 23. It depicts the character of the solution ݑଵ,ଶଷ is a periodic 

singular solution for small region, when  ߙ = ߚ ,2− = ߛ ,2 = 2 and ߤ = −2 within the 
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plot limit −10 ≤ ,ݔ ݐ ≤ 10 and also the solution ݑଵ,ଶସ shown in (4.1.68) presented by the 

figure 24. The figure 24 describes the solution ݑଵ,ଶସ is a singular periodic solution for 

ߙ = ߚ ,2 = ߛ ,2− = −2 and ߤ = 2 within the plot limit −10 ≤ ,ݔ ݐ ≤ 10. 

5.2(d): The Modified Schamel Equation for Acoustic Waves in 
Plasma Physics 

In this sub-section, we have discussed the attribute of the attain solutions to the modified 

Schamel equation for acoustic waves in plasma physics (4.1.69).  

By using the MSE method, we have derived various types of solution ݑଵ,ଶହ-ݑଵ,ଷଶ to the 

modified schamel equation for acoustic waves in plasma physics (4.1.69). The solutions 

 ଵ,ଷଶ are mentionedݑ-ଵ,ଶଽݑ ଵ,ଶ଼ are mentioned in (4.1.85)-(4.1.88) and the solutionsݑ-ଵ,ଶହݑ

in (4.1.92)-(4.1.95). These solutions construct solitons, singular solitons and periodic 

solutions and arranged in the figure 25 to figure 32. In figure 25, we have displayed the 

shape of the soliton ݑଵ,ଶହ for ݇ = ߜ ,2− = −2, and ߱ = −2 within the area 0 ≤ ,ݔ ݐ ≤

1. It is anti-bell shape solitary wave soliton. Figure 26 assessed the character of soliton 

=ଵ,ଶ଺. The figure 26 illustrates a singular bell shape soliton for kݑ ߜ ,2− = −2, and 

߱ = −2 within the area −1 ≤ ,ݔ ݐ ≤ 1. Again, in figure 27, we have illustrated the shape 

of periodic solution ݑଵ,ଶ଻. This figure shows a part of the periodic singular solution for 

݇ = ߜ ,2− = −2, and ߱ = −1 within the area −3 ≤ ,ݔ ݐ ≤ 3 and the solution ݑଵ,ଶ଼ is 

denoted by the figure 28. This figure sketches for ݇ = ߜ ,2− = −2, and ߱ = −0.5 within 

the area −5 ≤ ,ݔ ݐ ≤ 5, which represents a part of the periodic singular solution. On the 

other hand, the soliton ݑଵ,ଶଽ exists in the figure 29. It shows a singular bell shape soliton 

for ݇ = ߜ ,1− = −1 and ߱ = −1 within the area −3 ≤ ,ݔ ݐ ≤ 3 and the soliton ݑଵ,ଷ଴ 

exists in the figure 30.  The figure 30 explicates an anti-bell type solitary wave soliton for 

݇ = ߜ ,1 = −0.5 and ߱ = 2 within the range −5 ≤ ,ݔ ݐ ≤ 5. Moreover the singular 
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solution ݑଵ,ଷଵ is plotted in the figure 31 and the singular solution ݑଵ,ଷଶ is plotted in the 

figure 32. The figure 31 sketches for ݇ = ߜ ,2− = −2, ߱ = 0.3 within the range 

−5 ≤ ,ݔ ݐ ≤ 5 and the figure 32 sketches for ݇ = ߜ ,2 = 2, and ߱ = 0.3 within the same 

range, which represents as a part of the singular periodic solution.  

5.2(e): The Modified Kadomtsev-Petviashvili (KP) Equation 
for Acoustic Waves in Plasma Physics 

In this sub-section, we have set out the nature of the evaluated solutions to the modified 

KP equation for acoustic waves in plasma physics (4.1.96) via MSE method. 

Through the MSE method, we have examined several solitary wave solutions to the 

modified KP equation for acoustic waves in plasma physics (4.1.96). The solutions ݑଵ,ଷଷ-

 ଵ,ସ଴ are declared inݑ-ଵ,ଷ଻ݑ ଵ,ଷ଺ are declared in (4.1.112)-(4.1.115) and the solutionsݑ

(4.1.119)-(4.1.122). These solutions elicit solitons, singular solitons and periodic singular 

solutions. The figure 33 represents the character of soliton ݑଵ,ଷଷ and it shows a bell shape 

soliton when ݇ = ߙ ,2− = ߚ ,2− = ߜ ,2 = −2, ߱ = −2 within −3 ≤ ,ݔ ݐ ≤ 3 and the 

figure 34 represents, the character of solution ݑଵ,ଷସ is a singular soliton when ݇ = −1.5, 

ߙ = ߚ ,1− = ߜ ,1 = −1, ߱ = −1 within the plot limit 0 ≤ ݐ ≤ 3, −3 ≤ ݔ ≤ 3. Again 

the solutions ݑଵ,ଷହ and ݑଵ,ଷ଺ are illustrate by the figures 35 and 36 respectively. These 

figures show that, the solutions are periodic singular solution for ݇ = ߙ ,2 = ߚ ,1 = 1, 

ߜ = 1 and ߱ = −1 within −8 ≤ ,ݔ ݐ ≤ 8. Once again, showing the figure 37, the 

solution ݑଵ,ଷ଻ is a bell shape soliton and showing the figure 38, the solution ݑଵ,ଷ଼ is a 

singular bell type soliton for ݇ = ߙ ,2− = ߚ ,2− = ߜ ,2− = −2 and ߱ = −2 within the 

plot region −8 ≤ ,ݔ ݐ ≤ 8. Yet again, the singular solutions ݑଵ,ଷଽ and ݑଵ,ସ଴ presented by 

the figures 39 and 40 respectively. Plot of these figures for ݇ = ߙ ,2− = ߚ ,2− = 0.45, 

ߜ = −1 and ߱ = −1 within −8 ≤ ,ݔ ݐ ≤ 8 showing the singular periodic solutions. 
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5.2(f): The Strain Wave Equation in Microstructured Solids 

In this sub-section, we have interpreted the characters of the determined solutions to the 

strain wave equation in microstructured solids for non-dissipative and dissipative cases. 

5.2(f)-I: The Non-dissipative Case 

We have evaluated various types of solutions ݑଵ,ସଵ-ݑଵ,ସ଼ to the strain wave equation in 

microstructured solids for non-dissipative case (4.1.124). In figure 41, we plot the 

solution ݑଵ,ସଵ set down in (4.1.135) represents bell shape soliton, when ߝ = ଵߙ ,0.1 =

ଷߙ,1 = ସߙ ,1 = 1.25, ߱ = −1.5 within −8 ≤ ,ݔ ݐ ≤ 8 and in figure 42, we plot  the 

solution ݑଵ,ସଶ set down in (4.1.136) represents singular soliton for ߝ = ଵߙ ,0.1 = −2, 

ଷߙ = ସߙ ,2 = 2, ߱ = 1.1 within −8 ≤ ,ݔ ݐ ≤ 8. Again, the solution ݑଵ,ସଷ set down in 

(4.1.137) and the solution ݑଵ,ସସ set down in (4.1.138) are prevailed by the figures 43 and 

44 respectively. These figures shown, the nature of the solutions are periodic singular 

solutions for ߝ = ଵߙ ,0.1 = ଷߙ,2 = ସߙ ,2− = −2 and ߱ = 2 within the range −2 ≤ ,ݔ

ݐ ≤ 2. Moreover, the solution ݑଵ,ସହ written down in (4.1.141) carries on the figure 45. 

This figure found for ߝ = ଵߙ ,0.1 = ଷߙ,2 = ସߙ ,2− = −2, ߱ = −2 within −8 ≤ ,ݔ ݐ ≤

8, which represents an anti-bell shape soliton and the soliton ݑଵ,ସ଺ written down in 

(4.1.142) carry on the figure 46.  This figure shows the solution ݑଵ,ସ଺ presents singular 

anti-bell type soliton for ߝ = ଵߙ ,0.1 = ଷߙ,2− = ସߙ ,2− = −2 and ߱ = −2 within 

−8 ≤ ,ݔ ݐ ≤ 8. Once more, the solutions ݑଵ,ସ଻ in (4.1.143) and ݑଵ,ସ଼ in (4.1.144) are 

periodic singular solutions and presented by the figures 47 and 48, respectively for ߝ =

ଵߙ ,0.1 = ଷߙ,2− = ସߙ ,1− = 1 and ߱ = 1.25 within the plot region −8 ≤ ,ݔ ݐ ≤ 8. 
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5.2(f)-II: The Dissipative Case 

Herein, we have dealt with different types of evaluated solutions ݑଵ,ସଽ-ݑଵ,ହ଴ presented in 

(4.1.156)-(4.1.157) when either ω = ଵ or ωߠ± =  ଶ mentioned in subsection 4.2(f)-IIߠ±

and ݑଵ,ହଵ-ݑଵ,ହଶ presented in (4.1.160)-(4.1.161) when either ω = ଵ or ωߴ± =  ଶߴ±

mentioned in subsection 4.2(f)-II to the strain wave equation in microstructured solids for 

dissipative case (4.1.145). These solutions associate singular solitons, kink, singular kink. 

The figures 49-50 plotted for the solution ݑଵ,ସଽ, when ω =  ଵ within the plot limitߠ±

−8 ≤ ,ݔ ݐ ≤ 8 and the figures 51-52 plotted for the solution ݑଵ,ସଽ, when ω =  ଶ withinߠ±

the plot limit 0 ≤ ݐ  ≤ 10, −5 ≤ ݔ ≤ 5. The character of the solutions ݑଵ,ସଽ is kink, when 

ω = ଵ either ωߠ± =  ଶ and shown by the figures 49-52, respectively within the areaߠ±

−25 ≤ ݐ  ≤ 25, −20 ≤ ݔ ≤ 20. Also, the solution ݑଵ,ହ଴ is singular, when ω =  ଵߠ±

either ω = ଶ and plotted by the figures 53-56, respectively within the area −25ߠ± ≤ ݐ  ≤

25, −20 ≤ ݔ ≤ 20. All of the figures 49-56 are drawn for ߝ = ଵߙ ,0.1 = ଶߙ ,2− = −2, 

ଷߙ = ସߙ ,2− = −2. On the other hand, the solution ݑଵ,ହଵ is kink shape soliton, when 

either ω = ଵ or ωߴ± =  ,ଶ and illustrated by the figures 57-60, respectively. Moreoverߴ±

the solution ݑଵ,ହଶ is singular type solution, when either ω = ଵ or ωߴ± =  ଶ andߴ±

represented by the figures 61-64, respectively. The figures 57-64 are plotted for  ߝ = 0.1, 

ଵߙ = ଶߙ ,1 = ଷߙ ,1 = 0.5 and ߙସ = 1 within the range −10 ≤ ,ݔ ݐ ≤ 10. 
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Chapter 6 
 

Comparison, Results and Discussion 

Preview Material 
 6.1: Comparison between the Obtained Solutions by the MSE 

Method and the ൫ܩ ′ ⁄ܩ ൯ -expansion Method for the KdV 
Equation 
 

 6.2: Comparison between the Obtained Solutions by the MSE 
Method and the ൫ܩ ′ ⁄ܩ ൯ -expansion Method for the 
Boussinesq Equation 
 

 6.3: Comparison between the Obtained Solutions by the MSE 
Method and the ൫ܩ ′ ⁄ܩ ൯-expansion Method for the Fifth-order 
KdV Equation 
 

 6.4: Comparison between the Obtained Solutions by the MSE 
Method and the ൫ܩ ′ ⁄ܩ ൯-expansion Method for the Modified 
Schamel Equation for Acoustic Waves in Plasma Physics 
 

 6.5: Comparison between the Obtained Solutions by the MSE 
Method and the ൫ܩ ′ ⁄ܩ ൯-expansion Method for the Modified 
Kadomtsev-Petviashvili (KP) Equation for Acoustic Waves 
in Plasma Physics 
 

 6.6: Comparison between the Obtained Solutions by the MSE 
Method and the ൫ܩ ′ ⁄ܩ ൯ -expansion Method for the Strain 
Wave Equation in Microstructured Solids for Non-dissipative 
and Dissipative Cases 
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In this Chapter, we have compared the exact solitary wave solutions to the NLEEs 

obtained by the MSE method, when balance number is two over the existing another 

method, namely, the (ܩᇱ ⁄ܩ ) -expansion method. We observe that the MSE method 

provides more general and rich exact traveling wave solutions with additional parameters, 

against the (ܩᇱ ⁄ܩ )-expansion method.  

In view of the fact that the MSE method contains the solution formed (4.1.1) have fully 

unknown function ߰(ߦ) to be determined, but (ܩᇱ ⁄ܩ )-expansion method contains the 

solution formed (4.2.1) in which (ߦ)ܩ is previously known, i.e. (ߦ)ܩ satisfies the ODE 

(ߦ)ᇱᇱܩ + (ߦ)ᇱܩ ߣ + (ߦ)ܩ ߤ = 0. Thus, the advantages and validity of the MSE method 

over the (ܩᇱ ⁄ܩ )-expansion method has been discussed in the following. 

6.1: Comparison between the Obtained Solutions by the MSE 
Method and the (ࡳᇱ ⁄ࡳ )-expansion Method for the KdV 
Equation 

Wang et al. (Wang et al., 2008a) proposed the (ܩᇱ ⁄ܩ )-expansion method and solved the 

KdV equation. We observe that some of our obtained solutions are identical to the 

solutions obtained by Wang et al. and some are different. In Table 1, we compare the 

solutions obtained between the two methods: 

Table 1 

Solutions obtained by using the (ࡳᇱ ⁄ࡳ )-
expansion method 

Solutions obtained by using the MSE 
method 

i) Since ߱ = ଶߣߜ + ߤߜ8 + ܽ଴,  if we select 
ܽ଴ = ߤߜ12− , then the solution ݑଶ,ଵ 
shown in (4.2.12) becomes 

,ݔ)ଶ,ଵݑ (ݐ = 3߱ sechଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇ 

i) The obtained solution ݑଵ,ଵ  shown in 

(4.1.17) is 

,ݔ)ଵ,ଵݑ (ݐ = 3߱ sechଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇ 

ii) Since ߱ = ଶߣߜ + ߤߜ8 + ܽ଴,  if we select 

ܽ଴ = ଶߣ)ߜ 2− + (ߤ 2 , then the solution 

 ଶ,ଶ shown in (4.2.13) becomesݑ

ii) Solution ݑଵ,ହ shown in (4.1.23) transform to 

the trigonometric solution in the subsequent 

form:  



120 
 

,ݔ)ଶ,ଶݑ (ݐ = ߱ ቊ2 − 3

×  secଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇቋ 

,ݔ)ଵ,ହݑ (ݐ = ߱ ቊ2 − 3

×  secଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇቋ 

iii) Since ߱ = ଶߣߜ + ߤߜ8 + ܽ଴,  if we select 

ܽ଴ = ߤߜ12− , then the solution ݑଶ,ଷ 

shown in (4.2.14) becomes 

,ݔ)ଶ,ଷݑ (ݐ = −3߱ cschଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇ 

iii) The obtained solution ݑଵ,ଶ  shown in 

(4.1.18) is 

,ݔ)ଵ,ଶݑ (ݐ = −3߱ cschଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇ 

iv) Since ߱ = ଶߣߜ + ߤߜ8 + ܽ଴,  if we select 

ܽ଴ = ଶߣ)ߜ 2− + (ߤ 2 , then the solution 

 ଶ,ସ shown in (4.2.15) becomesݑ

,ݔ)ଶ,ସݑ (ݐ = ߱ ቊ2 − 3

×  cscଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇቋ 

iv) Solution ݑଵ,଺ shown in (4.1.24) transform to 

the trigonometric solution in the subsequent 

form:  

,ݔ)ଵ,଺ݑ (ݐ = ߱ቊ2 − 3

×  cscଶ ቆ
ݔ)߱√ − (߱ݐ

ߜ√2
ቇቋ 

We have evaluated eight solutions to the KdV equation by using the MSE method. From 

Table 1, we observed that the solutions ݑଵ,ଵ ଵ,ଶݑ , ଵ,ହݑ ,  and ݑଵ,଺  obtained by the MSE 

method and the solutions ݑଶ,ଵ - ଶ,ସݑ  to the KdV equation obtained by the (ܩᇱ ⁄ܩ ) -

expansion method are identical.  

Wang et al. (Wang et al., 2008a) obtained another solution (4.2.11) called the rational 

solution, which we did not obtain. But, we have obtained some other important solutions 

 ଵ,଼ in (4.1.26) by the MSE methodݑ ଵ,଻ in (4.1.25) andݑ ,ଵ,ସ in (4.1.20)ݑ ,ଵ,ଷ in (4.1.19)ݑ

which are not obtained by Wang et al. Therefore, we might conclude that we have found 

some solitary solutions are different from Wang et al. 
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6.2: Comparison between the Obtained Solutions by the MSE 
Method and the (ࡳᇱ ⁄ࡳ ) -expansion Method for the 
Boussinesq Equation 

Bekir (Bekir, 2008) employed the (ܩᇱ ⁄ܩ )-expansion method to solve the Boussinesq 

equation and constructed some solitary wave solutions. We have compared our solutions 

with those obtained by Bekir and shown in the subsequent Table 2: 

Table 2 

Solutions obtained by using the (ࡳᇱ ⁄ࡳ )-
expansion method 

Solutions obtained by using the MSE 
method 

i) Since ߱ = ඥ1− ଶߣ +  ,ߤ4

i.e.  ඥߣଶ − ߤ4 = √1 − ߱ଶ , then the 

solution ݑଶ,ହ written down in (4.2.23) turns 

out to: 

,ݔ)ଶ,ହݑ (ݐ =
3
2

(−1 + ߱ଶ) 

× sechଶ ቆ
√1 − ߱ଶ(ݔ − (߱ݐ

2 ቇ 

i) Solution ݑଵ,ଽ written down in (4.1.37) is  

,ݔ)ଵ,ଽݑ (ݐ =
3
2

(−1 +߱ଶ) 

× sechଶ ቆ
√1− ߱ଶ(ݔ − (߱ݐ

2
ቇ 

ii) Solution ݑଶ,଻ written down in (4.2.25) is 

,ݔ)ଶ,଻ݑ (ݐ = −
3
2

ଶߣ) −  (ߤ4

×  secଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

where ߱ = ඥ1 − ଶߣ +  .ߤ4

ii) If we put √߱ଶ − 1 = ඥ4ߤ − ଶߣ , then the 

hyperbolic solution  ݑଵ,ଽ  written down in 

(4.1.37) transform to the subsequent 

trigonometric form: 

,ݔ)ଵ,ଽݑ (ݐ = −
3
2

ଶߣ) −  (ߤ4

×  secଶ ቌ
ඥ4ߤ − ଶߣ

2
ݔ) −  ቍ(߱ݐ

iii) Since ߱ = ඥ1 + ଶߣ − ߤ4 , then the 

solution ݑଶ,଺  written down in (4.2.24) 

turns out to: 

,ݔ)ଶ,଺ݑ (ݐ = (߱ଶ − 1) −
3
2

(߱ଶ − 1)  

× sechଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1

2 ቇ 

iii) Solution ݑଵ,ଵଷ written down in (4.1.43) is  

,ݔ)ଵ,ଵଷݑ (ݐ = (߱ଶ − 1)−
3
2

(߱ଶ − 1)  

× sechଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1

2
ቇ 
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iv) Solution ݑଶ,଼ written down in (4.2.26) is 

,ݔ)଼,ଶݑ (ݐ = ଶߣ) − −(ߤ4
3
2

ଶߣ) −  (ߤ4

×  secଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

where ߱ = ඥ1 + ଶߣ −  .ߤ4

iv) If we put √1 −߱ଶ = ඥ4ߤ − ଶߣ , then the 

hyperbolic solution  ݑଵ,ଵଷ  written down in 

(4.1.43) transform to the subsequent 

trigonometric form: 

,ݔ)ଵ,ଵଷݑ (ݐ = ଶߣ) − −(ߤ4
3
2

ଶߣ) −  (ߤ4

×  secଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

v) If we put ܣ = ܤ ,0 ≠ 0, then the solution 

(4.2.17) turns out to: 

,ݔ)ݑ (ݐ = −
3
2

(−1 + ߱ଶ) 

× cschଶ ቆ
√1 −߱ଶ(ݔ − (߱ݐ

2 ቇ 

when ߱ = ඥ1 − ଶߣ +  ,ߤ4

  i.e.  ඥߣଶ − ߤ4 = √1 −߱ଶ. 

v) Solution ݑଵ,ଵ଴ written down in (4.1.38) is 

,ݔ)ଵ,ଵ଴ݑ (ݐ = −
3
2

(−1 +߱ଶ) 

× cschଶ ቆ
√1− ߱ଶ(ݔ − (߱ݐ

2
ቇ 

vi) If we put ܣ = ܤ ,0 ≠ 0, then the solution 

(4.2.19) turns out to:  

,ݔ)ݑ (ݐ = −
3
2

ଶߣ) −  (ߤ4

×  cscଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

when ߱ = ඥ1 − ଶߣ +  .ߤ4

vi) If we put √߱ଶ − 1 = ඥ4ߤ − ଶߣ  in ݑଵ,ଵ଴ , 

then the hyperbolic solution  ݑଵ,ଵ଴ written 

down in (4.1.38) transform to the 

subsequent trigonometric form: 

,ݔ)ଵ,ଵ଴ݑ (ݐ = −
3
2

ଶߣ) −  (ߤ4

×  cscଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

vii) If we put ܣ = ܤ ,0 ≠ 0, then the solution 

(4.2.18) turns out to:  

,ݔ)ݑ (ݐ = (−1 + ߱ଶ) +
3(−1 + ߱ଶ)

2  

×  cschଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1

2 ቇ 

when ߱ = ඥ1 + ଶߣ −  ,ߤ4

  i.e.  ඥߣଶ − ߤ4 = √߱ଶ − 1. 

vii) Solution ݑଵ,ଵସ written down in (4.1.44) is  

,ݔ)ଵ,ଵସݑ (ݐ = (−1 + ߱ଶ) +
3(−1 + ߱ଶ)

2
 

×  cschଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1

2
ቇ 
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viii) If we put ܣ = 0 ܤ , ≠ 0 , then the 

solution (4.2.20) turns out to:  

,ݔ)ݑ (ݐ = ଶߣ) − −(ߤ4
ଶߣ)3 − (ߤ4

2  

×  cscଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

when ߱ = ඥ1 + ଶߣ −  .ߤ4

viii) If we put √1 − ߱ଶ = ඥ4ߤ − ଶߣ  in ݑଵ,ଵସ , 

then the hyperbolic solution  ݑଵ,ଵସ written 

down in (4.1.44) transform to the 

subsequent trigonometric form: 

,ݔ)ଵ,ଵସݑ (ݐ = ଶߣ) − −(ߤ4
ଶߣ)3 − (ߤ4

2
 

×  cscଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

We have computed eight solutions to the Boussinesq equation by the MSE method. In the 

Table 2, we have showed that the solutions ݑଵ,ଽ, ݑଵ,ଵ଴, ݑଵ,ଵଷ  and ݑଵ,ଵସ  attained by the 

MSE method and the solutions ݑଶ,ହ-ݑଶ,଼ and (4.1.17)-(4.1.20) to the Boussinesq equation  

attained by Bekir through the (ܩᇱ ⁄ܩ )-expansion method are same.  

Bekir (Bekir, 2008) achieved other rational solutions (4.2.21)-(4.2.22), which we did not 

obtain. But, we have achieved other solutions ݑଵ,ଵଵ set down in (4.1.39), ݑଵ,ଵଶ set down in 

 ଵ,ଵ଺ set down in (4.1.46) by the MSE methodݑ ଵ,ଵହ set down in (4.1.45) andݑ ,(4.1.40)

which are not achieved by Bekir. So, we may say that the MSE method provides some 

additional solutions. 

6.3: Comparison between the Obtained Solutions by the MSE 
Method and the (ࡳᇱ ⁄ࡳ )-expansion Method for the Fifth-
order KdV Equation 

In this section, we have compared the obtained solutions by the MSE method and the 

obtained solutions by the (ܩᇱ ⁄ܩ )-expansion method (Khan and Akbar, 2015c) for the 

fifth-order KdV equation and shown in the Table 3: 

 

 

 



124 
 

Table 3 

Solutions obtained by using the (ࡳᇱ ⁄ࡳ )-
expansion method 

Solutions obtained by using the MSE 
method 

i) If we opt ߙ = ଶߣ)10√ − (ߤ4 ߚ , = 1 ߛ , =

ߟ ,0 = −1, then the solution ݑଶ,ଽ mentioned 

in (4.2.31) can be written as 

,ݔ)ଶ,ଽశݑ (ݐ = −
3√5
√2

ଶߣ) −  (ߤ4

× sechଶ ൭
ඥߣଶ − ݔ)ߤ4 − (߱ݐ

2
൱ 

i) Initially, we replace ߤ  by ߟ  and then if we 

opt ߙ = ଶߣ)10√ − (ߤ4 ߚ , = 1 ߛ , = 0 , 

ߟ = −1, then the solution ݑଵ,ଶଵ  mentioned 

in (4.1.65) can be written as 

,ݔ)ଵ,ଶଵݑ (ݐ = −
3√5
√2

ଶߣ) −  (ߤ4

× sechଶ ൭
ඥߣଶ − ݔ)ߤ4 − (߱ݐ

2
൱ 

ii) If we opt ߙ = ଶߣ)10√ − ߚ ,(ߤ4 = ߛ ,1 = 0, 

ߟ = −1, then the solution ݑଶ,ଵ଴  mentioned 

in (4.2.32) can be written as 

,ݔ)ଶ,ଵ଴శݑ (ݐ = −
3√5
√2

ଶߣ) −  (ߤ4

×  secଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

ii) Initially, we replace ߤ  by ߟ  and then if we 

opt ߙ = ଶߣ)10√ − (ߤ4 ߚ , = 1 ߛ , = 0 , 

ߟ = −1, then the solution ݑଵ,ଶଵ  mentioned 

in (4.1.65) transform to trigonometric form: 

,ݔ)ଵ,ଶଵݑ (ݐ = −
3√5
√2

ଶߣ) −  (ߤ4

×  secଶ ቌ
ඥ4ߤ − ଶߣ

2
ݔ) −  ቍ(߱ݐ

iii) If we opt ߙ = ଶߣ)10√− − ,(ߤ4 ߚ  = 1, 

ߛ = 0, ߟ  = −1,  then the solution ݑଶ,ଽ 

mentioned in (4.2.31) can be written as 

,ݔ)ଶ,ଽషݑ (ݐ =
3√5
√2

ଶߣ) −  (ߤ4

× sechଶ ൭
ݔ) − ଶߣඥ(߱ݐ − ߤ4

2
൱ 

iii) First, we replace ߤ  by ߟ  and then if we opt 

ߙ = ଶߣ)10√− − (ߤ4 ߚ , = 1 ߛ , = 0 , 

ߟ = −1, then the solution ݑଵ,ଵ଻  mentioned 

in (4.1.59) can be written as  

,ݔ)ଵ,ଵ଻ݑ (ݐ =
3√5
√2

ଶߣ) −  (ߤ4

× sechଶ ൭
ݔ) − ଶߣඥ(߱ݐ − ߤ4

2
൱ 

iv) If we opt ߙ = ଶߣ)10√− − ,(ߤ4 ߚ  = 1, 

ߛ = 0, ߟ  = −1,  then the solution ݑଶ,ଵ଴ 

mentioned in (4.2.32) can be written as 

,ݔ)ଶ,ଵ଴షݑ (ݐ =
3√5
√2

ଶߣ) −  (ߤ4

× secଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

iv) First, we replace ߤ  by ߟ  and then if we opt 

ߙ = ଶߣ)10√− − ,(ߤ4 ߚ  = 1, ߛ  = 0, 

ߟ = −1, then the solution ݑଵ,ଵ଻  mentioned 

in (4.1.59) transform to trigonometric form: 

,ݔ)ଵ,ଵ଻ݑ (ݐ =
3√5
√2

ଶߣ) −  (ߤ4

×  secଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 
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v) If we opt ߙ = ଶߣ)10√ − ߚ ,(ߤ4 = ߛ ,1 = 0, 

ߟ = −1, then the solution ݑଶ,ଵଵ  mentioned 

in (4.2.33) can be written as 

,ݔ)ଵ,ଵଵశݑ (ݐ =
3√5
√2

ଶߣ) −  (ߤ4

× cschଶ ൭
ඥߣଶ − ݔ)ߤ4 − (߱ݐ

2
൱ 

v) Initially, we replace ߤ  by ߟ  and then if we 

opt ߙ = ଶߣ)10√ − ,(ߤ4 ߚ  = 1, ߛ  = 0, 

ߟ = −1, then the solution ݑଵ,ଶଶ  mentioned 

in (4.1.66) can be written as 

,ݔ)ଵ,ଶଶݑ (ݐ =
3√5
√2

ଶߣ) −  (ߤ4

× cschଶ ൭
ඥߣଶ − ݔ)ߤ4 − (߱ݐ

2
൱ 

vi) If we opt ߙ = ଶߣ)10√ − ߚ ,(ߤ4 = ߛ ,1 = 0, 

ߟ = −1, then the solution ݑଶ,ଵଶ  mentioned 

in (4.2.34) can be written as 

,ݔ)ଵ,ଵଶశݑ (ݐ = −
3√5
√2

ଶߣ) −  (ߤ4

× cscଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

 

vi) Initially, we replace ߤ  by ߟ  and then if we 

opt ߙ = ଶߣ)10√ − ,(ߤ4 ߚ  = 1, ߛ  = 0, 

ߟ = −1, then the solution ݑଵ,ଶଶ  mentioned 

in (4.1.66) transform to trigonometric form:  

,ݔ)ଵ,ଶଶݑ (ݐ = −
3√5
√2

ଶߣ) −  (ߤ4

×  cscଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

vii) If we opt ߙ = ଶߣ)10√− − (ߤ4 ߚ , = 1 , 

ߛ = 0 ߟ , = −1 , then the solution ݑଶ,ଵଵ 

mentioned in (4.2.33) can be written as 

,ݔ)ଵ,ଵଵషݑ (ݐ = −
3√5
√2

ଶߣ) −  (ߤ4

× cschଶ ൭
ݔ) − ଶߣඥ(߱ݐ − ߤ4

2
൱ 

 

vii) At first, we replace ߤ  by ߟ  and then if we 

opt ߙ = ଶߣ)10√− − (ߤ4 ߚ , = 1 ߛ , = 0 , 

ߟ = −1, then the solution ݑଵ,ଵ଼  mentioned 

in (4.1.60) can be written as 

,ݔ)ଵ,ଵ଼ݑ (ݐ = −
3√5
√2

ଶߣ) −  (ߤ4

× cschଶ ൭
ݔ) − ଶߣඥ(߱ݐ − ߤ4

2
൱ 

viii) If we opt ߙ = ଶߣ)10√− − ߚ ,(ߤ4 = 1, 

ߛ = 0, ߟ  = −1,  then the solution ݑଶ,ଵଶ 

mentioned in (4.2.34) can be written as 

,ݔ)ଵ,ଵଶషݑ (ݐ =
3√5
√2

ଶߣ) −  (ߤ4

×  cscଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 

 

viii)  At first, we replace ߤ  by ߟ  and then if we 

opt ߙ = ଶߣ)10√− − ,(ߤ4 ߚ  = 1, ߛ  = 0, 

ߟ = −1, then the solution ݑଵ,ଵ଼  mentioned 

in (4.1.60) transform to trigonometric form:  

,ݔ)ଵ,ଵ଼ݑ (ݐ =
3√5
√2

ଶߣ) −  (ߤ4

×  cscଶ ൭
ݔ) − ߤඥ4(߱ݐ − ଶߣ

2
൱ 
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In Table 3, we have showed that the solutions ݑଵ,ଵ଻, ݑଵ,ଵ଼, ݑଵ,ଶଵ and ݑଵ,ଶଶ found through 

the MSE method and the solutions ݑଶ,ଽ - ଶ,ଵଶݑ  found through the (ܩᇱ ⁄ܩ ) -expansion 

method (Khan and Akbar, 2015c) are in matching, for the fifth-order KdV equation. 

By using the (ܩᇱ ⁄ܩ )-expansion method, Khan and Akbar (Khan and Akbar, 2015c) 

found another solution (4.2.30), which we did not find through the MSE method. But, 

using the MSE method, we found other solutions ݑଵ,ଵଽ in (4.1.61), ݑଵ,ଶ଴ in (4.1.62), ݑଵ,ଶଷ 

in (4.1.67) and ݑଵ,ଶସ in (4.1.68), which are not found by the )/( GG -expansion method. 

So, we found some fresh solitary wave solutions by the MSE method.  

6.4: Comparison between the Obtained Solutions by the MSE 
Method and the (ࡳᇱ ⁄ࡳ ) -expansion Method for the 
Modified Schamel Equation for Acoustic Waves in 
Plasma Physics 

Taha et al. (Taha et al., 2013) got some solutions to the modified Schamel equation for 

acoustic waves in plasma physics by using the (ܩᇱ ⁄ܩ )-expansion method and we got 

some solutions to the modified Schamel equation by using MSE method, which are 

identical as shown in the Table 4: 

Table 4 

Solutions evaluated by the (ࡳᇱ ⁄ࡳ )-
expansion method 

Solutions evaluated by the MSE method 

i) Since ߱ = 4݇ଷߣ)ߜଶ −  ,(ߤ4

i.e. ඥߣଶ − ߤ4 = ଵ
ଶට

ω
௞యఋ

, then the solution 

ଶ,ଵଷݑ  shown in (4.2.45) can be written in 

the form: 

,ݔ)ଶ,ଵଷݑ (ݐ =
225߱ଶ

64݇ଶ
sechସ ൭

ݔ݇)߱√ − (߱ݐ

4݇
ଷ
ଶ√ߜ

൱ 

i) The obtained solution ݑଵ,ଶହ  shown in 

(4.1.85) is 

,ݔ)ଵ,ଶହݑ (ݐ =
225߱ଶ

64݇ଶ
sechସ ൭

ݔ݇)߱√ − (߱ݐ

4݇
ଷ
ଶ√ߜ

൱ 
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ii) Since ߱ = 4݇ଷߣ)ߜଶ −  then the solution ,ߤ4

 ଶ,ଵସ shown in (4.2.46) can be written in theݑ

form: 

,ݔ)ଶ,ଵସݑ (ݐ =
225߱ଶ

64݇ଶ
 

× secସ ൭
ඥ4ߤ − ݔ݇)ଶߣ − (߱ݐ

2
൱ 

ii) If we choose ଵ
ଶට

ω
௞యఋ

= ඥ−(4ߤ −  ଶ), thenߣ

the solution ݑଵ,ଶହ shown in (4.1.85) can be 

written in the form: 

,ݔ)ଵ,ଶହݑ (ݐ =
225߱ଶ

64݇ଶ
 

× secସ ൭
ඥ4ߤ − ݔ݇)ଶߣ − (߱ݐ

2
൱ 

iii) Since ߱ = 4݇ଷߣ)ߜଶ − ଶߣi.e. ඥ ,(ߤ4 − ߤ4 =

ଵ
ଶට

ω
௞యఋ

, then the solution ݑଶ,ଵହ  shown in 

(4.2.47) can be written in the form: 

,ݔ)ଶ,ଵହݑ (ݐ =
225߱ଶ

64݇ଶ
cschସ ൭

ݔ݇)߱√ − (߱ݐ

4݇
ଷ
ଶ√ߜ

൱ 

iii) The obtained solution ݑଵ,ଶ଺  shown in 

(4.1.86) is 

,ݔ)ଵ,ଶ଺ݑ (ݐ =
225߱ଶ

64݇ଶ
cschସ ൭

ݔ݇)߱√ − (߱ݐ

4݇
ଷ
ଶ√ߜ

൱ 

iv) Since ߱ = 4݇ଷߣ)ߜଶ −  then the solution ,ߤ4

 :ଶ,ଵ଺ in (4.2.48) can be written in the formݑ

,ݔ)ଶ,ଵ଺ݑ (ݐ =
225߱ଶ

64݇ଶ
 

× cscସ ൭
ඥ4ߤ − ݔ݇)ଶߣ − (߱ݐ

2
൱ 

iv) If we choose ଵ
ଶට

ω
௞యఋ

= ඥ−(4ߤ −  ଶ), thenߣ

the solution ݑଵ,ଶ଺ in (4.1.86) can be written 

in the form: 

,ݔ)ଵ,ଶ଺ݑ (ݐ =
225߱ଶ

64݇ଶ
 

× cscସ ൭
ඥ4ߤ − ݔ݇)ଶߣ − (߱ݐ

2
൱ 

From Table 4, we see that the solutions ݑଵ,ଶହ and ݑଵ,ଶ଺ evaluated by the MSE method and 

the solutions ݑଶ,ଵଷ-ݑଶ,ଵ଺ derived by Taha et al. to the modified Schamel equation by the 

ᇱܩ) ⁄ܩ )-expansion method are indistinguishable.  

Taha et al. (Taha et al., 2013) evaluated other solution (4.2.44) by the (ܩᇱ ⁄ܩ )-expansion 

method, which we did not evaluate by the MSE method. But, we derived other solutions 

 ଵ,ଷଶ by the MSE method, which are not found by Taha et al. We have evaluatedݑ-ଵ,ଶ଻ݑ

some other hyperbolic and trigonometric solutions by the MSE method which are 

different from the solutions obtained by the (ܩᇱ ⁄ܩ )-expansion method.  
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6.5: Comparison between the Obtained Solutions by the MSE 
Method and the ൫ࡳ′ ⁄ࡳ ൯ -expansion Method for the 
Modified Kadomtsev-Petviashvili (KP) Equation for 
Acoustic Waves in Plasma Physics 

Taha et al. (Taha et al., 2013) introduced some solitary solutions to the modified KP 

equation for acoustic waves in plasma physics via the (ܩᇱ ⁄ܩ )-expansion method and we 

have derived some solitary solutions to the same equation via the MSE method. The 

comparison among these solutions is shown in the Table 5: 

Table 5 

Solutions examined by the (ࡳᇱ ⁄ࡳ )-
expansion method 

Solutions examined by the MSE method 

i) Solution ݑଶ,ଵ଻ in (4.2.64) is 

,ݔ)ଶ,ଵ଻ݑ ,ݕ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4
 

× ℎସܿ݁ݏ ൭
ඥߣଶ − ݔ)ߤ4 + ݕ݇ (ݐ߱−

2
൱, 

where ߱ = ݇ଶߜ + ଶߣߚ4 −  .ߤߚ16

 

i) If we set ߱ = ݇ଶߜ + ଶߣߚ4 − ߤߚ16 , then 

the solution ݑଵ,ଷଷ in (4.1.112), we have 

,ݔ)ଵ,ଷଷݑ ,ݕ (ݐ =
2ߣ2൫ߚ225 − ൯ߤ4

2

2ߙ4  

× ℎସܿ݁ݏ ൭
ඥߣଶ − ݔ)ߤ4 + −ݕ݇ (ݐ߱

2
൱ 

ii) Solution ݑଶ,ଵ଼ in (4.2.65) is 

,ݔ)ଶ,ଵ଼ݑ ,ݕ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4
 

× ସܿ݁ݏ ൭
ݔ) + ݕ݇ − ߤඥ4(ݐ߱ − ଶߣ

2
൱, 

where ߱ = ݇ଶߜ + ଶߣߚ4 −  .ߤߚ16

 

ii) If we set ߱ = ݇ଶߜ + ଶߣߚ4 − ߤߚ16 , then 

the solution ݑଵ,ଷଷ in (4.1.112) reduces in 

the subsequent trigonometric form: 

,ݕ,ݔ)ଵ,ଷଷݑ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4
 

× ସܿ݁ݏ ൭
ݔ) + ݕ݇ − ߤඥ4(ݐ߱ − ଶߣ

2
൱ 

iii) Solution ݑଶ,ଵଽ in (4.2.66) is 

,ݕ,ݔ)ଶ,ଵଽݑ (ݐ =
ଶߣ)ଶߚ25 − ଶ(ߤ4

ଶߙ4
× 

൝1 − ℎଶ݊ܽݐ 3 ൭
ݔ) + ݕ݇ − ଶߣඥ(ݐ߱ − ߤ4

2
൱ൡ

ଶ

, 

where ߱ = ݇ଶߜ + ଶߣߚ4 −  .ߤߚ16

 

iii) If we set ߱ = ݇ଶߜ + ଶߣߚ4 − ߤߚ16 , then 

the solution ݑଵ,ଷ଻ in (4.1.119), we have 

,ݔ)ଵ,ଷ଻ݑ ,ݕ (ݐ =
2ߣ2൫ߚ25 − ൯ߤ4

2

2ߙ4 × 

൝1 − ℎଶ݊ܽݐ 3 ൭
ݔ) + ݕ݇ − ଶߣඥ(ݐ߱ − ߤ4

2
൱ൡ

ଶ
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iv) Solution ݑଶ,ଶ଴ in (4.2.67) is 

,ݕ,ݔ)ଶ,ଶ଴ݑ (ݐ =
ଶߣ)ଶߚ25 − ଶ(ߤ4

ଶߙ4
× 

൝1 + ଶ݊ܽݐ 3 ൭
ݔ) + ݕ݇ − ߤඥ4(ݐ߱ − ଶߣ

2
൱ൡ

ଶ

, 

where ߱ = ݇ଶߜ + ଶߣߚ4 −  .ߤߚ16

iv) If we set ߱ = ݇ଶߜ + ଶߣߚ4 − ߤߚ16 , then 

the solution ݑଵ,ଷ଻ in (4.1.119) reduces in 

the subsequent trigonometric form: 

,ݔ)ଵ,ଷ଻ݑ ,ݕ (ݐ =
2ߣ2൫ߚ25 − ൯ߤ4

2

2ߙ4 × 

൝1 + ଶ݊ܽݐ 3 ൭
ݔ) + ݕ݇ − ߤඥ4(ݐ߱ − ଶߣ

2
൱ൡ

ଶ

 

v) Solution ݑଶ,ଶଵ in (4.2.68) is 

,ݕ,ݔ)ଶ,ଶଵݑ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4
× 

ℎସܿݏܿ ൭
ݔ) + ݕ݇ − ଶߣඥ(ݐ߱ − ߤ4

2
൱, 

where ߱ = ݇ଶߜ − ଶߣߚ4 +  .ߤߚ16

v) If we set ߱ = ݇ଶߜ − ଶߣߚ4 + ߤߚ16 , then 

the solution ݑଵ,ଷସ in (4.1.113), we have 

,ݕ,ݔ)ଵ,ଷସݑ (ݐ =
2ߣ2൫ߚ225 − ൯ߤ4

2

2ߙ4 × 

ℎସܿݏܿ ൭
ݔ) + ݕ݇ ଶߣඥ(ݐ߱− − ߤ4

2
൱ 

vi) Solution ݑଶ,ଶଶ in (4.2.69) is 

,ݕ,ݔ)ଶ,ଶଶݑ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4
× 

ସܿݏܿ ൭
ݔ) + ݕ݇ ߤඥ4(ݐ߱− − ଶߣ

2
൱, 

where ߱ = ݇ଶߜ − ଶߣߚ4 +  .ߤߚ16

vi) If we set ߱ = ݇ଶߜ − ଶߣߚ4 + ߤߚ16 , then 

the solution ݑଵ,ଷସ in (4.1.113) reduces in 

the subsequent trigonometric form: 

,ݔ)ଵ,ଷସݑ ,ݕ (ݐ =
ଶߣ)ଶߚ225 − ଶ(ߤ4

ଶߙ4
× 

ସܿݏܿ ൭
ݔ) + ݕ݇ − ߤඥ4(ݐ߱ − ଶߣ

2
൱ 

vii) Solution ݑଶ,ଶଷ in (4.2.70) is 

,ݕ,ݔ)ଶ,ଶଷݑ (ݐ =
ଶߣ)ଶߚ25 − ଶ(ߤ4

ଶߙ4
× 

൝2 + ℎଶܿݏ3ܿ ൭
ݔ) + ݕ݇ − ଶߣඥ(ݐ߱ − ߤ4

2
൱ൡ

ଶ

, 

where ߱ = ݇ଶߜ − ଶߣߚ4 +  .ߤߚ16

vii) If we set ߱ = ݇ଶߜ − ଶߣߚ4 + ߤߚ16 , then 

the solution ݑଵ,ଷ଼ in (4.1.120), we have 

,ݔ)ଵ,ଷ଼ݑ ,ݕ (ݐ =
2ߣ2൫ߚ25 − ൯ߤ4

2

2ߙ4 × 

൝2 + ℎଶ൭ܿݏ3ܿ
ݔ) + ݕ݇ ଶߣඥ(ݐ߱− − ߤ4

2
൱ൡ

ଶ

 

viii) Solution ݑଶ,ଶସ  in (4.2.71) is 

,ݕ,ݔ)ଶ,ଶସݑ (ݐ =
ଶߣ)ଶߚ25 − ଶ(ߤ4

ଶߙ4
× 

൝−2 + ଶܿݏ3ܿ ൭
ݔ) + ݕ݇ − ߤඥ4(ݐ߱ − ଶߣ

2
൱ൡ

ଶ

, 

where ߱ = ݇ଶߜ − ଶߣߚ4 +  .ߤߚ16

viii) If we set ߱ = ݇ଶߜ − ଶߣߚ4 + ߤߚ16 , 

then the solution ݑଵ,ଷ଼  in (4.1.120) 

reduces in the subsequent trigonometric 

form: 

,ݔ)ଵ,ଷ଼ݑ ,ݕ (ݐ =
2ߣ2൫ߚ25 − ൯ߤ4

2

2ߙ4 × 

൝−2 + ଶܿݏ3ܿ ൭
ݔ) + ݕ݇ ߤඥ4(ݐ߱− − ଶߣ

2
൱ൡ

ଶ
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From Table 5, we observed that, our obtained solutions ݑଵ,ଷଷ, ݑଵ,ଷସ, ݑଵ,ଷ଻ and ݑଵ,ଷ଼ via the 

MSE method and Taha et al.’s obtained solutions ݑଶ,ଵ଻-ݑଶ,ଶସ to the modified KP equation 

via the (ܩᇱ ⁄ܩ )-expansion method are one and the same.  

Also Taha et al. (Taha et al., 2013) obtained other solutions (4.2.60) and (4.2.63) by the 

ᇱܩ) ⁄ܩ )-expansion method, which we did not obtain by the MSE method. On the other 

hand, we have obtained another solutions ݑଵ,ଷହ, ݑଵ,ଷ଺, ݑଵ,ଷଽ and ݑଵ,ସ଴ via the MSE method, 

which are not obtained by Taha et al. Thus, we have obtained some hyperbolic and 

trigonometric solitary solutions by the MSE method which are different from the 

solutions obtained by the (ܩᇱ ⁄ܩ )-expansion method.  

6.6: Comparison between the Obtained Solutions by the MSE 
Method and the (ࡳᇱ ⁄ࡳ )-expansion Method for the Strain 
Wave Equation in Microstructured Solids for Non-
dissipative and Dissipative Cases 

In this section, we have compared the required solutions through the MSE method and the 

solutions through the (ܩᇱ ⁄ܩ )-expansion method (Khan and Akbar, 2015c) for the strain 

wave equation in microstructured solids for non-dissipative and dissipative cases 

respectively, which are shown in the subsequent Table 6 for non-dissipative case and 

Table 7 for dissipative case. 

Table 6: For Non-dissipative Case 

Solutions examined by the (ࡳᇱ ⁄ࡳ )-
expansion method 

Solutions examined by the MSE 
method 

i) Since ߱ = ±ඥଵାఌఒమఈయିସఌఓఈయ
ඥଵାఌఒమఈరିସఌఓఈర

,  then the 

solution ݑଶ,ଶହ  set down in (4.2.82) can be 

written in the following form: 

,ݔ)ଶ,ଶହݑ (ݐ =
(−1 +߱ଶ) 

ଵߙߝ
−

3(−1 +߱ଶ) 
ଵߙߝ2

× sechଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1
ଷߙඥߝ√2 − ߱ଶߙସ

ቇ 

i) The solution ݑଵ,ସହ  set down in 

(4.1.141) is 

,ݕ,ݔ)ଵ,ସହݑ (ݐ =
(−1 + ߱2) 

1ߙߝ
−

3(−1 + ߱2) 
1ߙߝ2

× sech2 ቆ
ݔ) − 2߱√(߱ݐ − 1

3ߙඥߝ√2 − 4ߙ2߱
ቇ 
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ii) Since ߱ = ±ඥଵାఌఒమఈయିସఌఓఈయ
ඥଵାఌఒమఈరିସఌఓఈర

, 

i.e. √1 − ߱ଶ = ට− ఌ(ఒమିସఓ)(ఈయିఈర)
ଵାఌ(ఒమିସఓ)ఈర

, then the 

solution ݑଶ,ଶ଺  set down in (4.2.83) can be 

written in the following form: 

,ݔ)ଶ,ଶ଺ݑ (ݐ =
(−1 + ߱ଶ) 

ଵߙߝ
−

3(−1 + ߱ଶ) 
ଵߙߝ2

× secଶ ቆ
ݔ) − 1√(߱ݐ −߱ଶ

ଷߙඥߝ√2 − ߱ଶߙସ
ቇ 

ii) Solution ݑଵ,ସହ  set down in (4.1.141) 

transform to trigonometric as follows: 

,ݔ)ଵ,ସହݑ ,ݕ (ݐ =
(−1 + ߱2) 

1ߙߝ
−

3(−1 + ߱2) 
1ߙߝ2

× sec2 ቆ
ݔ) − 1√(߱ݐ − ߱2

3ߙඥߝ√2 − 4ߙ2߱
ቇ 

iii) Since ߱ = ±ඥିଵାఌఒమఈయିସఌఓఈయ
ඥିଵାఌఒమఈరିସఌఓఈర

, 

i.e. √߱ଶ − 1 = ටఌ(ఒమିସఓ)(ఈయିఈర)
ିଵାఌ(ఒమିସఓ)ఈర

, then the 

solution ݑଶ,ଶ଻  set down in (4.2.84) can be 

written in the following form: 

,ݔ)ଶ,ଶ଻ݑ (ݐ =
3(−1 +߱ଶ) 

ଵߙߝ2
 

× sechଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1
ଷߙ−ඥߝ√2 + ߱ଶߙସ

ቇ 

iii) Solution ݑଵ,ସଵ set down in (4.1.135) is 

,ݔ)ଵ,ସଵݑ ,ݕ (ݐ =
3(−1 + ߱2) 

1ߙߝ2
 

× sechଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1
ଷߙ−ඥߝ√2 + ߱ଶߙସ

ቇ 

iv) Since ߱ = ±ඥିଵାఌఒమఈయିସఌఓఈయ
ඥିଵାఌఒమఈరିସఌఓఈర

, 

i.e. √1 − ߱ଶ = ට− ఌ(ఒమିସఓ)(ఈయିఈర)
ିଵାఌ(ఒమିସఓ)ఈర

, then the 

solution ݑଶ,ଶ଼  set down in (4.2.85) can be 

written in the following form: 

,ݔ)ଶ,ଶ଼ݑ (ݐ =
3(−1 +߱ଶ) 

ଵߙߝ2
 

× secଶ ቆ
ݔ) − 1√(߱ݐ −߱ଶ

ଷߙ−ඥߝ√2 +߱ଶߙସ
ቇ 

iv) Solution ݑଵ,ସଵ  set down in (4.1.135) 

transform to trigonometric as follows: 

,ݔ)ଵ,ସଵݑ ,ݕ (ݐ =
3(−1 + ߱2) 

1ߙߝ2
 

× secଶ ቆ
ݔ) − 1√(߱ݐ −߱ଶ

ଷߙ−ඥߝ√2 + ߱ଶߙସ
ቇ 

v) Since ߱ = ±ඥଵାఌఒమఈయିସఌఓఈయ
ඥଵାఌఒమఈరିସఌఓఈర

,  then the 

solution ݑଶ,ଶଽ  set down in (4.2.86) can be 

written in the following form: 

,ݔ)ଶ,ଶଽݑ (ݐ =
(−1 + ߱ଶ) 

ଵߙߝ
+

3(−1 +߱ଶ) 
ଵߙߝ2

× cschଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1
ଷߙඥߝ√2 − ߱ଶߙସ

ቇ 

v) Solution ݑଵ,ସ଺ set down in (4.1.142) is 

,ݕ,ݔ)ଵ,ସ଺ݑ (ݐ =
(−1 + ߱2) 

1ߙߝ
+

3(−1 + ߱2) 
1ߙߝ2

× csch2 ቆ
ݔ) − 2߱√(߱ݐ − 1

3ߙඥߝ√2 − 4ߙ2߱
ቇ 
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vi) Since ߱ = ±ඥଵାఌఒమఈయିସఌఓఈయ
ඥଵାఌఒమఈరିସఌఓఈర

,  then the 

solution ݑଶ,ଷ଴  set down in (4.2.87) can be 

written in the following form: 

,ݔ)ଶ,ଷ଴ݑ (ݐ =
(−1 +߱ଶ) 

ଵߙߝ
−

3(−1 + ߱ଶ) 
ଵߙߝ2

× cscଶ ቆ
ݔ) − 1√(߱ݐ −߱ଶ

ଷߙඥߝ√2 − ߱ଶߙସ
ቇ 

vi) Solution ݑଵ,ସ଺  set down in (4.1.142) 

transform to trigonometric as follows: 

,ݔ)ଵ,ସ଺ݑ ,ݕ (ݐ =
(−1 + ߱2) 

1ߙߝ
−

3(−1 + ߱2) 
1ߙߝ2

× csc2 ቆ
ݔ) − 1√(߱ݐ − ߱2

3ߙඥߝ√2 − 4ߙ2߱
ቇ 

vii) Since ߱ = ±ඥିଵାఌఒమఈయିସఌఓఈయ
ඥିଵାఌఒమఈరିସఌఓఈర

,   then the 

solution ݑଶ,ଷଵ  set down in (4.2.88) can be 

written in the following form: 

,ݔ)ଶ,ଷଵݑ (ݐ = −
3(−1 +߱ଶ) 

ଵߙߝ2
 

× cschଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1
ଷߙ−ඥߝ√2 + ߱ଶߙସ

ቇ 

vii) Solution ݑଵ,ସଶ set down in (4.1.136) is 

,ݔ)ଵ,ସଶݑ ,ݕ (ݐ = −
3(−1 + ߱2) 

1ߙߝ2
 

× cschଶ ቆ
ݔ) − ଶ߱√(߱ݐ − 1
ଷߙ−ඥߝ√2 + ߱ଶߙସ

ቇ 

viii) Since ߱ = ±ඥିଵାఌఒమఈయିସఌఓఈయ
ඥିଵାఌఒమఈరିସఌఓఈర

, then the 

solution ݑଶ,ଷଶ  set down in (4.2.89) can be 

written in the following form: 

,ݔ)ଶ,ଷଶݑ (ݐ =
3(−1 +߱ଶ) 

ଵߙߝ2
 

× cschଶ ቆ
ݔ) − −1√(߱ݐ ߱ଶ

ଷߙ−ඥߝ√2 + ߱ଶߙସ
ቇ 

viii) Solution ݑଵ,ସଶ  set down in 

(4.1.136) transform to trigonometric as 

follows: 

,ݔ)ଵ,ସଶݑ ,ݕ (ݐ =
3(−1 + ߱2) 

1ߙߝ2
 

× cschଶ ቆ
ݔ) − −1√(߱ݐ ߱ଶ

ଷߙ−ඥߝ√2 + ߱ଶߙସ
ቇ 

 

Table 7: For Dissipative Case 

Solutions examined by the (ࡳᇱ ⁄ࡳ )-
expansion method 

Solutions examined by the MSE method 

i) If we choose ඥߣଶ − ߤ4 = ఈమఠ
ହ(ఈయିఠమఈర)  and 

ߝ = ିଵାఠమ

଺(ఒమିସఓ)(ఈయିఠమఈర),  then the solution 

 ଶ,ଷଷ shown in (4.2.95) can be derived in theݑ

subsequent form: 

,ݔ)ଶ,ଷଷݑ (ݐ =
3߱ଶߙଶଶ

ଷߙ)ଵߙ50 − ߱ଶߙସ) 

× ቊ1 + tanhቆ
ݔ−)߱ + ଶߙ(߱ݐ
ଷߙ)10 −߱ଶߙସ)ቇቋ

ଶ

 

i) Solution ݑଵ,ସଽ shown in (4.1.156) is 

,ݔ)ଵ,ସଽݑ (ݐ =
3߱ଶߙଶଶ

ଷߙ)ଵߙ50 −߱ଶߙସ) 

× ቊ1 + tanhቆ
ݔ−)߱ + ଶߙ(߱ݐ
ଷߙ)10 −߱ଶߙସ)ቇቋ

ଶ
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ii) If we choose ඥߣଶ − ߤ4 = ఈమఠ
ହ(ఈయିఠమఈర)  and 

ߝ = ିଵାఠమ

଺(ఒమିସఓ)(ఈయିఠమఈర),  then the solution 

 ଶ,ଷହ shown in (4.2.97) can be derived in theݑ
subsequent form: 

,ݔ)ଶ,ଷହݑ (ݐ =
3߱ଶߙଶଶ

ଷߙ)ଵߙ50 − ߱ଶߙସ) 

× ቊ1 + cothቆ
ݔ−)߱ + ଶߙ(߱ݐ
ଷߙ)10 −߱ଶߙସ)ቇቋ

ଶ

 

ii) Solution ݑଵ,ହ଴ shown in (4.1.157) is 

,ݔ)ଵ,ହ଴ݑ (ݐ =
3߱ଶߙଶଶ

ଷߙ)ଵߙ50 − ߱ଶߙସ) 

× ቊ1 + cothቆ
ݔ−)߱ + ଶߙ(߱ݐ
ଷߙ)10 −߱ଶߙସ)ቇቋ

ଶ

 

Through the MSE method, we have examined some solitary wave solutions to the strain 

wave equation for non-dissipative and dissipative cases. In Table 6, we have described 

that the solutions ݑଵ,ସଵ ଵ,ସଶݑ , ଵ,ସହݑ , ଵ,ସ଺ݑ ,  for non-dissipative case and in Table 7, the 

solutions ݑଵ,ସଽ ଵ,ହ଴ݑ ,  for dissipative case evaluated via MSE method and the solutions 

ଶ,ଶହݑ ଶ,ଷଶݑ-  for non-dissipative case and the solutions ݑଶ,ଷଷ ଶ,ଷହݑ ,  for dissipative case 

evaluated through the (ܩᇱ ⁄ܩ ) -expansion method (Khan and Akbar, 2015c) are 

indistinguishable.  

By the (ܩᇱ ⁄ܩ )-expansion method, Khan and Akbar (Khan and Akbar, 2015c) found 

another solutions (4.2.77), (4.2.81) for non-dissipative case and the solutions ݑଶ,ଷସ, ݑଶ,ଷ଺ 

and (4.2.94) for dissipative case, which we did not find through the MSE method. 

However, we have achieved another solutions ݑଵ,ସଷ, ݑଵ,ସସ, ݑଵ,ସ଻, ݑଵ,ସ଼ for non-dissipative 

case and the solutions ݑଵ,ହଵ, ݑଵ,ହଶ for dissipative case  by the MSE method, which are not 

obtained by the (ܩᇱ ⁄ܩ )-expansion method. Therefore, we might say that some of the 

obtained solitary solutions by the MSE method is different from the (ܩᇱ ⁄ܩ )-expansion 

method. 

From the above comparisons, we observe that, we derived some important solitary wave 

solutions by the MSE method, which are not found by the (ܩᇱ ⁄ܩ )-expansion method. 

Also, we see that the solutions attained by the MSE method are more general and the 

solutions found by the (ܩᇱ ⁄ܩ )-expansion method are only special case. Therefore, we 

may conclude that the MSE method is useful, competent and effective method in solving 

NLEEs in applied mathematics, mathematical physics, plasma physics and engineering. 
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Chapter 7 
 

Conclusion and Future Instructions 
 

In this dissertation, by using the MSE method, we have established a procedure to 

examine the exact solitary wave solutions to NLEEs whose balance number is two. 

Because, if the balance number is one, usually the MSE method can be easily provided 

exact solitary wave solutions, but if the balance number is greater than one, in general 

there arise complications in solving the NLEEs via the MSE method. One cannot use the 

MSE method in straight away, i.e. the method has some shortcomings. If the solution of 

ߦ consists of polynomial of the wave variable (ߦ)߰ , it will not be the solitary wave 

solution, since it does not meet the condition |ݑ| → 0  as ߦ → ±∞  for solitary wave 

solution. In this case, we have set each coefficient of the polynomial must be zero. This 

constraint limits is crucial to solve NLEEs for the balance number more than one. By 

using this achieved process in this dissertation, we have implemented the MSE method to 

obtain soliton solutions to the KdV equation, the Boussinesq equation, the fifth-order 

KdV equation, the modified Schamel equation for acoustic waves in plasma physics, the 

modified KP equation for acoustic waves in plasma physics and the strain wave equation 

in microstructured solids for both non-dissipative and dissipative cases. In fact, we have 

derived general solitary wave solutions to these equation associated with arbitrary 

constants, and for particular values of these constants solitons are originated from the 

general solitary wave solutions, shown in Chapter 4. We have illustrated the solitary wave 

properties of the solutions for various values of the free parameters by means of the 

graphs, displayed in Chapter 5. This shows that the solitary wave solutions to the NLEEs 
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studied in this thesis are soliton, bell shape soliton, singular bell shape soliton, anti-bell 

shape soliton, singular anti-bell shape soliton, periodic solution, singular periodic solution, 

kink, singular kink etc. Using this method, we have found some fresh and more general 

solutions other than the existing methods, such as, the basic )/( GG -expansion method. 

For balance number two, we have emphasized the implementation of the MSE method, 

how to solve NLEEs and also the comparison between the MSE method and the well-

known existing )/( GG -expansion method are presented in Chapter 6. 

Therefore, this dissertation shows that the MSE method is very effective, useful, 

competent, more powerful and can be used for solving many others NLEEs in 

mathematical physics, applied mathematics, plasma physics and engineering. 

Since the MSE method is very efficient and powerful mathematical tool, we have found 

some significant solutions to NLEEs. Some researchers previously established the MSE 

method for balance number one and in this dissertation, we have developed a process to 

use the MSE method and employed it to investigate solutions to NLEEs for balance 

number two. Therefore, future researchers might get a gorgeous way in looking for close-

form solitary wave solutions to other NLEEs by this method, when the balance number is 

two. The next research may be: whether our developed process is sufficient in solving 

NLEEs for balance number greater than two, or it needs to develop further technique. 
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