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Mobarek and Keasey (2000) resolved that DSE does not follow a random walk 

model. They also found significant autocorrelation of DGI indices that is efficient 

in weak form. The outcomes did not vary in the case of different sub-sample of 

observations and excluding outliers. 
 

Haque et al. (2001) studied the total irregular benefit from the stock market. By 

applying the Capital Asset Pricing Model (CAPM) and EMH, they portrayed the 

experience of DSE after the scam of November 1996. Based on the records of four 

months before and after the automation, they tested EMH. The test results 

demonstrated that the market did not improve, even after manipulation was 

continued. 
 

Kader and Rahman (2005) did not find strong evidence of weak form efficiency of 

DSE by analyzing abnormal trading data by using the K% filter rule.   

 

Islam and Khaled (2005) investigated the predictability of the share price in DSE 

before the boom in 1996 employing heteroskedasticity robust tests. They found the 

reasonable performance of short-term forecasting of DSE share prices before the 

boom in 1996, but they did not observe it during the post-crash periods. Based on 

an intensive investigation, the BSEC could have taken more transparent action. 

 

Uddin and Alam (2007) used the Ordinary Least Square (OLS) regression to find 

the linear relationship among the stock price, interest rate, growth of interest rate, 

growth of stock price. They excluded outliers and they also found a significant 

negative relationship between DSE stock price and growth of interest rate.   

 

Alam et al. (2007) depicted the DSE as an efficient market by using the stock 

randomness of return, stock risk-return relationships, and stock liquidity. They 

used CAPM to find the relationship between the risk and the expected rate of stock 

return of an unstable stock. The relationship was inconsequential in the DSE 

market. They analyzed stock risk-return, market liquidity, profit of shareholders 

and they also found an insignificant association among these variables. 
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Hossain and Kamal (2010) found a unidirectional causality between share market 

progress and financial growth in Bangladesh. They distinguished a comparative 

stochastic pattern of both the factors like share market progress and financial 

growth. 

 

Ali (2011) investigated the long-run equilibrium and short-run dynamics and 

found a causal relationship among DGI indices, Consumer Price Index (CPI), 

GDP, import payment and foreign remittances. A significant cointegration among 

the variables was revealed. Vector Error Correction (VEC) model corrected its 

degree of disequilibrium by 5.98 % every month. 
 

Shen et al. (2011) noticed a non-linear fluctuation in the stock market. The stock 

market was influenced by internal and external factors. Thus, stock market 

forecasting became a challenging job for researchers. 
  

Hossain and Nasrin (2012) exposed that the company's selective features, 

reputation, net asset value, and bookkeeping data were the most influencing 

factors on retail investors in the stock market of Bangladesh. 

 

Roy and Ashrafuzzaman (2015) did not predict stock price properly, but they 

found a rare change lying between the intrinsic value estimated by models and the 

actual value of the stocks. They modeled with the data series including the period 

2010-2011 when the largest share market scam happened in the history of DSE.  

     

Hasan (2015) used daily return data of DSE indices such as DSI, DGI, and DSE-

20 indices from 2 January 1993 to 27 January 2013, 1 January 2002 to 31 July 

2013, and 1 January 2001 to 27 January 2013, respectively. According to the 

random walk theory, stock price changes do not have the same distribution, and 

they are independent of one another. Therefore, it assumes that stock prices and 

markets cannot be predicted by past trends or movements. There were 4823, 2903, 

and 3047 daily return observations in each of these DSE indices, which did not 

satisfy the random walk model property. Therefore, the DSE was inefficient. 
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The previous studies measured DSE market efficiency by concentrating on the 

credibility of DSE, reliable information, consequences of financial events, 

sustainable policies, etc. The majority of researchers argue that DSE is inefficient 

or a weak form of efficiency. Nevertheless, no study focused on market efficiency 

based on the combination of micro and macro time series indicators of DSE. Here 

lacking is a crucial scope of work. This study attempts to identify the lack of EMH 

by various time series modeling on a trial and error basis. Evaluation of 

recommendations will significantly guide policymakers and regulators. The 

outcomes may also identify the challenges of policy implications by addressing 

proper stakeholders. It will open the opportunity for further studies on this issue. 

The following sections introduce the developments of related research. 

2.1.2 Selection of Indicators of DSE 

An important part of this study is the selection of stock market indicators. The 

most reasonable indicators of DSE portfolios are selected using the existing 

literature of stock market modeling and forecasting in the world. Bangladesh is an 

emerging developing country in South Asia. DSE is one of the major capital 

markets. It mobilizes savings into investments for producing goods and services, 

generating employment, and sustainable economic growth of the country as a 

whole. But any sort of disorder of the microeconomic and macroeconomic 

indicators may negatively affect stock prices of the capital market. A considerable 

amount of research literature is found demonstrating the stock market volatility 

through stock indicator modeling and forecasting. 

 

Ahmed (2000) examined the significance of dividend and retained earnings to 

clarify the variation of the stock price in Bangladesh. The results disclosed the 

influence of dividend and retained earnings on the stock price. It also found the 

effect of typical expectation of stronger dividend and retained earnings on non-

growth industries and growth industries, respectively. Thus, the dividend 

hypothesis was stronger than the retained earnings hypothesis. 
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Pu Shen (2000) investigated the association between price-earnings (P/E) ratios 

and the performance of consequent share markets. He found historical indications 

of high P/E ratios, followed by disappointing stock markets. Mainly, high P/E 

ratios slowed the long-run growth in stock prices. Furthermore, high price P/E 

ratios made the stock market profitable in the short term, but the small 

stockholders suffered in the long run as well.   

 

Nelson (1976) examined the relationship between monthly share returns and 

inflation from 1953 to 1974 using US data. There was a negative correlation 

between share returns, and predicted and unpredicted inflation. 

 

Ray (2012) found a positive association between foreign exchange reserves and 

share prices on the Bombay Stock Exchange (BSE), India, and the Shenzhen Stock 

Exchange, China. 

 

Afzal and Hossain (2011) inspected the association between share prices and 

macroeconomic variables of Bangladesh. They used monthly data from July 2003 

to October 2011 to check the connection between DGI, and M1, M2, inflation, and 

exchange rate. The result showed a long-run equilibrium relationship among the 

variables. It also exposed bivariate causality among the variables. Unfortunately, 

they failed to predict DGI, M1, M2, inflation, and exchange rates, etc.  

 

Banerjee and Adhikary (2009) explored the dynamic association between the 

exchange rate from Taka to US Dollar and deposit interest rate. A notable 

cointegration method was used with monthly data from January 1983 to December 

2006. A significant positive association was found between share prices and 

deposit interest rates. However, the study found a significant negative relationship 

between share prices and exchange rates.  Furthermore, it also noticed a long-run 

equilibrium and causal relationship among interest rate, exchange rate, and stock 
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return. Nevertheless, they did find any short-term effects of stock return on the 

interest rate and exchange rate. 

 

A stock market index is a measurement value of stock market portfolios that is 

calculated from the values of registered shares. Stockholders and financial 

managers used it to estimate stock prices. An index is a technical term that may 

not be calculated directly. To develop specialized investments, financial 

institutions and mutual fund experts track the stock index. It also eases the share 

�E�X�V�L�Q�H�V�V�� �R�I�� �D�� �Q�D�W�L�R�Q�� �D�Q�G�� �U�H�I�O�H�F�W�V�� �V�W�R�F�N�K�R�O�G�H�U�V�¶�� �V�H�Q�W�L�P�H�Q�W�� �R�Q�� �W�K�H�� �F�R�Q�F�H�U�Q�H�G��

economy. Thus, the present study incorporates the key indices of DSE Limited 

like DGI, DSEX, DSES, and DSE30. 

 

The present study is an endeavor to investigate the econometric consequences on 

�'�6�(�¶�V���S�R�U�W�I�R�O�L�R�V��for the selective microeconomic and macroeconomic indicators. 

There are some microeconomic indicators viz. IMC and the number of TEC that 

influence the stock prices directly and some macroeconomic factors like GDP, 

GNI, GS, GI, DIR, and GFI that also influence the share prices indirectly in the 

long run. The activities of capital markets and the relationships between stock 

indices, and micro and macro-economic factors have significant importance to 

expose the monetary risks that make the capital market proficient. 
 

2.2 Time Series Modeling 

Data is collected over time in numerous areas of study. The sequence of 

observations creates a time series, for example, the closing shares prices, 

unemployment rate, inventory levels of production, etc. These are examples of 

time series data. It is used to understand the dynamics of a system that makes a 

sensible forecast of the forthcoming behavior of data. Therefore, many analysts 

and researchers are interested in modeling and forecasting time series data of the 

share market. 
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According to Figure 4.21, the actual, fitted, and residual plots of ARIMA(1,0,0) 

with EGARCH(1,1,2) model of DSEX indicate that the actual and fitted data are 

almost identical. Hence, the fitting of the model is reasonable. Figures 4.22 and 

Figure 4.23 show the estimated residual and standardized residual from the 

ARIMA(1,0,0) with EGARCH(1,1,2) model of DSEX. Both plots suggest that the 

distribution is close to symmetrical. When the p-value is less than or equal to 0.05, 

the Jarque-Bera test rejects the hypothesis of normality. According to Figure 4.22, 

the Jarque-Bera test statistic value is 0.6294 while the p-value is 0.720. In this case, 

the p-value is above 0.05, which indicates that the estimated residuals from the 

ARIMA(1,0,0) with GARCH(1,1,2) model of DSEX do not reject the hypothesis 

of normality. Hence, the error distribution of ARIMA(1,0,0) with EGARCH(1,1,2) 

model is normal. 

 

 

   

Figure 4.22: Histogram of residuals of ARIMA(1,0,0) with EGARCH(1,1,2) 
model of DSEX 

Figure 4.23: Histogram of the standardized residuals of ARIMA(1,0,0) with 
EGARCH(1,1,2) model of DSEX 
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Table 4.30: Summary of ARIMA(1,0,0) with ARCH(2) model of DSES 

ARIMA(1,0,0) Equation 
 Coefficient Std. Error  z-Statistic Prob. 

C 1397.170* 348.7854 4.005815 0.0001 
 0.962221* 0.059851 16.07698 0.0000 

        ARCH(2) Equation 

�Ù�4 1647.742* 649.7655 2.535903 0.0112 

�Ù�5 0.206298 0.203872 1.011896 0.0516 

�Ù�6 -0.283332* 0.137789 -2.056265 0.0398 

Training sample  Test sample 
R-square 0.893 R-square 0.831 
AIC 10.001 AIC 10.324 

BIC 10.197 BIC 10.526 

F-statistic 87.859* F-statistic 8.584* 

Prob(F-statistic) 0.000 Prob(F-statistic) 0.007 

RMSE 35.166 RMSE 25.722 

Note. Dependent Variable: DSES, Method: ML - ARCH (Marquardt), Sample (training): 2014:01 
2017:12, Sample (test): 2018:01 2018:12. * indicates significant coefficient at the 5% level.  

 

Table 4.30 shows that the R-square values of the training and testing periods are 

respectively 0.893 and 0.831. Models performing well in training and testing 

periods are indicated by greater values of R-square. The overall model fitting 

statistics are significant at the 5% level for training and test samples. The overall 

statistics of the training period and the testing period are almost identical. For out-

of-sample forecasting of the DSES index, ARIMA(1,0,0) with ARCH(2) is an 

appropriate model. The actual, fitted, and residual plot of ARIMA(1,0,0) with 

ARCH(2) model of DSES from January 2014 to December 2018 is presented in 

Figure 4.26. 
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Figure 4.26: Actual, fitted, and residual plot of ARIMA(1,0,0) with ARCH(2) 
model of DSES 

 

In figure 4.26, the actual, fitted, and residual plots of the ARIMA(1,0,0) with 

ARCH(2) model of DSES suggest that the actual and fitted data are very close. 

Therefore, this model fitting is quite reasonable. Figure 4.27 shows the histogram 

of the estimated residuals from ARIMA(1,0,0) with ARCH(2) model. There is a 

lack of symmetry in the distribution. When the Jarque-Bera test statistic value is 

less than or equal to 0.05, the hypothesis of normality is rejected. In Figure 4.27, 

the Jarque-Bera test statistic value is 7.157 and the p-value is 0.0279. The p-value 

is less than 0.05, suggesting that the estimated residuals of ARIMA(1,0,0) with the 

ARCH(2) model of DSES reject the hypothesis of normality. Figure 4.28 shows 

the correlation of residuals of ARIMA(1,0,0) with ARCH(2) model of DSES. It 

illustrates that the ACF and PACF of ARIMA(1,0,0) with ARCH(2) model of 

DSES fall within the 95% confidence interval. All the Prob. values against Q-Stat 

are greater or equal to 0.05. Therefore, there is no significant autocorrelation at the 

5% level. 
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Figure 4.27: Histogram of residuals of ARIMA(1,0,0) with ARCH(2) 
model of DSES 

 

Figure 4.28: Correlogram of residuals of ARIMA(1,0,0) with ARCH(2) 
model of DSES 

 

Sam ple: 2014:02 2018:12 
Included observations: 59 
0-statistic probabilities adjusted for 1 ARMA term(s) 

Autocorrelation Partial Correlation AC PAC Q-Stat Prob 

1 0.240 0.240 3.5819 
2 -0.059 -0. 124 3.8011 0.051 
3 -0.184 -0.149 5.9848 0.050 
4 -0.041 0.040 6,.096,7 0.107 
5 0.071 0.053 6.4335 0.169 
6 0.055 -0.006 6.6423 0.249, 
7 -0.024 -0.034 6.6827 0.351 
8 -0.050 ~0.011 6.8575 0.444 
9, 0.005 0.029 6.8594 0.552 

10 0.118 0.102 7.8852 0.546 
11 0.178 0.126 10.270 0.417 
12 0.076 0.025 10.715 0.467 
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Figure 4.29: Static forecasting performance of ARIMA(1,0,0) with ARCH(2) 

model of DSES 
 
 

Figure 4.29 illustrates the static forecasting performance of ARIMA(1,0,0) with 

ARCH(2) model of DSES. The RMSE of ARIMA(1,0,0) with ARCH(2) model is 

34.0785, which is comparatively less than the RMSE of ARIMA and GARCH 

family models in DSES. The Theil inequality coefficient, biased proportion and 

variance proportion are approximately close to zero. Therefore, the forecasting 

performance of ARIMA(1,0,0) with ARCH(2) model of DSES is quite reasonable. 

The out-of-sample forecast of ARIMA(1,0,0) with ARCH(2) model of DSES from 

January 2019 to December 2025 is presented in Table 4.31. Static forecasting is 
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conducted for one-step forecast and dynamic forecasting is conducted for the 

multi-steps forecast.          

 Table 4.31: Out-of-sample forecast of ARIMA(1,0,0) with ARCH(2) model of 

DSES 

Month Dynamic 
Forecast 

Static 
Forecast Month Dynamic 

Forecast 
Static 

Forecast 
Jan-19 1174.2280 1215.4208 Jan-22 1178.3707 1165.1768 

Feb-19 1174.4400 1212.8492 Feb-22 1178.4760 1163.9002 
Mar-19 1174.6377 1210.4513 Mar-22 1178.5812 1162.6236 
Apr-19 1174.8221 1208.2155 Apr-22 1178.6865 1161.3470 
May-19 1174.9939 1206.1308 May-22 1178.7917 1160.0704 
Jun-19 1175.1542 1204.1870 Jun-22 1178.8970 1158.7938 
Jul-19 1175.3037 1202.3745 Jul-22 1179.0023 1157.5172 
Aug-19 1175.4430 1200.6845 Aug-22 1179.1075 1156.2406 
Sep-19 1175.5729 1199.1087 Sep-22 1179.2128 1154.9640 
Oct-19 1175.6941 1197.6394 Oct-22 1179.3180 1153.6874 
Nov-19 1175.8070 1196.2694 Nov-22 1179.4233 1152.4108 
Dec-19 1175.9124 1194.9919 Dec-22 1179.5286 1151.1342 
Jan-20 1176.0106 1193.8008 Jan-23 1179.6338 1149.8576 
Feb-20 1176.1022 1192.6902 Feb-23 1179.7391 1148.5810 
Mar-20 1176.1875 1191.6546 Mar-23 1179.8443 1147.3044 
Apr-20 1176.2672 1190.6890 Apr-23 1179.9496 1146.0277 
May-20 1176.3414 1189.7887 May-23 1180.0548 1144.7511 
Jun-20 1176.4106 1188.9492 Jun-23 1180.1601 1143.4745 
Jul-20 1176.4752 1188.1664 Jul-23 1180.2654 1142.1979 
Aug-20 1176.5353 1187.4365 Aug-23 1180.3706 1140.9213 
Sep-20 1176.5914 1186.7560 Sep-23 1180.4759 1139.6447 
Oct-20 1176.6438 1186.1214 Oct-23 1180.5811 1138.3681 
Nov-20 1176.6926 1185.5298 Nov-23 1180.6864 1137.0915 
Dec-20 1176.7380 1184.9781 Dec-23 1180.7917 1135.8149 
Jan-21 1177.1076 1180.4960 Jan-24 1180.8969 1134.5383 
Feb-21 1177.2129 1179.2194 Feb-24 1181.0022 1133.2617 
Mar-21 1177.3181 1177.9428 Mar-24 1181.1074 1131.9851 
Apr-21 1177.4234 1176.6662 Apr-24 1181.2127 1130.7085 
May-21 1177.5286 1175.3896 May-24 1181.3180 1129.4319 
Jun-21 1177.6339 1174.1130 Jun-24 1181.4232 1128.1553 
Jul-21 1177.7392 1172.8364 Jul-24 1181.5285 1126.8787 
Aug-21 1177.8444 1171.5598 Aug-24 1181.6337 1125.6021 
Sep-21 1177.9497 1170.2832 Sep-24 1181.7390 1124.3255 
Oct-21 1178.0549 1169.0066 Oct-24 1181.8442 1123.0489 
Nov-21 1178.1602 1167.7300 Nov-24 1181.9495 1121.7723 
Dec-21 1178.2655 1166.4534 Dec-24 1182.0548 1120.4957 
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Month Forecast of DSES Month Forecast of DSES 
Mar-24 1287.37 Feb-25 1285.48 
Apr-24 1287.20 Mar-25 1285.31 
May-24 1287.03 Apr-25 1285.13 
Jun-24 1286.85 May-25 1284.96 
Jul-24 1286.68 Jun-25 1284.79 

Aug-24 1286.51 Jul-25 1284.62 
Sep-24 1286.34 Aug-25 1284.45 
Oct-24 1286.17 Sep-25 1284.27 
Nov-24 1285.99 Oct-25 1284.10 
Dec-24 1285.82 Nov-25 1283.93 
Jan-25 1285.65 Dec-25 1283.76 

 

4.5.2.4 SVM Models of DSES 

The same input structures for the data set are used in the training and testing of 

SVM models. In this analysis, the input structures of different input variables are 

calculated by setting the nodes of the input layer equal to the number of the lagged 

variables from DSES (xt-1, xt-2, ..., xt-p), where p is a time delay The input variables 

for training and testing SVM models of the output variable DSES is xt  = f ( xt-1, xt-2, 

xt-3 ). In the performance of the SVM model, the selection of model and parameter 

searching play a crucial role. The efficiency of the SVM generalization (estimation 

accuracy) must depend �R�Q���D���J�R�R�G���V�H�W�W�L�Q�J���R�I���F�����0, and kernel parameters (Samsudin 

et al., 2010). This study reflects on the use of the RBF kernel in previous studies 

for its improved efficiency and advantages in time series forecasting (Ding et al., 

2008; Eslamian et al., 2008; Wang et al., 2009). With limited numerical difficulty, 

the RBF kernel nonlinearly maps samples into a higher dimensional space that can 

solve nonlinear problems. Different SVM regression models are trained and tested 

using the software STATISTICA 12. SVM models summary of DSES is shown 

in Table 4.34. 
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Table 4.34: SVM models summary of DSES 

SVM Type 

SVM 

Parameter Kernel 

Type 

Kernel 

Parameter 

������ 

No. of 

support 

vectors 

RMSE 

c �0 Train  Test Overall 

Regression 10.0 0.10 RBF 0.333 18 250.549 275.414 262.312 

Regression 10.0 0.10 
Polynomial

(degree=3) 
0.333 17 360.357 373.592 363.061 

Regression 10.0 0.10 Sigmoid 0.333 41 492.507 482.338 485.585 

Note. Output Variable: DSES, Sample (training): 2014:01 2017:12, Sample (test): 2018:01 2018:12 

 

Table 4.34 shows that the RBF kernel type has a lower RMSE than other kernel 

types. So, regression-based SVM model kernel type RBF is more reasonable for 

out-of-sample forecasting. The out-of-sample forecast of the SVM model of DSES 

from January 2019 to December 2025 is presented in Table 4.35. 

Table 4.35: Out-of-sample forecast of SVM model of DSES 

Month Forecast of DSES Month Forecast of DSES 
Jan-19 2447.256 Jun-20 2542.548 

Feb-19 2549.164 Jul-20 2512.924 

Mar-19 2598.200 Aug-20 2520.816 

Apr-19 2599.908 Sep-20 2519.592 

May-19 2564.280 Oct-20 2509.552 

Jun-19 2537.856 Nov-20 2463.064 

Jul-19 2597.848 Dec-20 2430.696 

Aug-19 2621.008 Jan-21 2567.978 
Sep-19 2685.124 Feb-21 2565.331 
Oct-19 2680.024 Mar-21 2562.684 
Nov-19 2703.084 Apr-21 2560.037 
Dec-19 2735.068 May-21 2557.390 
Jan-20 2777.996 Jun-21 2554.743 
Feb-20 2765.272 Jul-21 2552.096 
Mar-20 2722.624 Aug-21 2549.449 
Apr-20 2698.684 Sep-21 2546.802 
May-20 2642.964 Oct-21 2544.155 
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Month Forecast of DSES Month Forecast of DSES 
Nov-21 2541.508 Dec-23 2475.334 
Dec-21 2538.861 Jan-24 2472.687 
Jan-22 2536.214 Feb-24 2470.040 
Feb-22 2533.567 Mar-24 2467.393 
Mar-22 2530.920 Apr-24 2464.746 
Apr-22 2528.273 May-24 2462.099 
May-22 2525.626 Jun-24 2459.452 
Jun-22 2522.979 Jul-24 2456.805 
Jul-22 2520.332 Aug-24 2454.158 

Aug-22 2517.685 Sep-24 2451.511 
Sep-22 2515.038 Oct-24 2448.864 
Oct-22 2512.391 Nov-24 2446.217 
Nov-22 2509.744 Dec-24 2443.570 
Dec-22 2507.097 Jan-25 2440.923 
Jan-23 2504.450 Feb-25 2438.276 
Feb-23 2501.803 Mar-25 2435.629 
Mar-23 2499.156 Apr-25 2432.982 
Apr-23 2496.509 May-25 2430.335 
May-23 2493.863 Jun-25 2427.688 
Jun-23 2491.216 Jul-25 2425.041 
Jul-23 2488.569 Aug-25 2422.394 

Aug-23 2485.922 Sep-25 2419.747 
Sep-23 2483.275 Oct-25 2417.100 
Oct-23 2480.628 Nov-25 2414.454 
Nov-23 2477.981 Dec-25 2411.807 

 

4.5.2.5 Comparison of Different Models of DSES 

The RMSE for overall samples during January 2014 to December 2018 of the best 

fitting ARIMA with GARCH family, ANN and SVM model of DSES is presented 

in Table 4.36.  

Table 4.36: RMSE of the estimated models of DSES 

Model Name RMSE 

ARIMA with GARCH family 34.0785 

ANN 31.6213 

SVM 262.312 
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According to Table 4.36, the RMSE of ANN model is lower than ARIMA with 

GARCH family model and SVM model of the DSES index. Therefore, the ANN 

model is the most reliable model for forecasting the DSES index. 

4.5.3 Modeling and Forecasting of DSE30 

ARIMA, ARIMA with GARCH family, ANN and SVM models of DSE30 index 

are trained from January 2014 to December 2017 and ARIMA, ARIMA with 

GARCH family, ANN and SVM models are tested from January 2018 to 

December 2018.  

4.5.3.1 ARIMA Model of DSE30 

The The best-fitting ARIMA model is estimated using auto.arima( ) of R Package 

forecast, Version 8.13 (Rob J. et al., 2020). Even though DSE30 is stationary at 

level, auto.arima( ) selects the ARIMA(1,1,1) model. Therefore, the ARIMA(1,1,1) 

model of DSE30 is estimated. Table 4.37 summarizes the ARIMA(1,1,1) model of 

DSE30 during the training period. There is a significant AR(1) and MA(1) at the 5% 

level. The RMSE of the test period is greater than the RMSE of the training period. 

The actual, fitted, and residual plot of the ARIMA(1,1,1) model of DSE30 during 

the training is shown in Figure 4.30. A shown in Figure 4.30, it is evident that the 

fitted and actual data points are very different. As a result, out-of-sample forecasts 

from ARIMA(1,1,1) model are not suitable. 

 

Table 4.37: Summary of ARIMA(1,1,1) model of DSE30 during training period 

Variable Coefficient Std. Error  t-Statistic Prob. 
c 12.2816 9.1786 1.3381 0.1879 

 -0.7854 0.0933 -8.4213 0.0000 

 0.9669 0.0367 26.3555 0.0000 
AIC 10.9719 
BIC 11.0912 

R-square 0.13821 
RMSE  57.0930 

RMSE (Test) 65.9893 
Note. Dependent Variable: D(DSE30), Method: LS, Sample (training): 2014:01 2017:12, Sample 
(testing): 2018:01 2018:12 
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Figure 4.30: Actual, fitted, and residual plot of ARIMA(1,1,1) model of DSE30 
 
 

4.5.3.2 ARIMA with GARCH Family Model of DSE30 

Using ML - ARCH (Marquardt) method, various types of GARCH family models 

are estimated. To select the best performed GARCH family models, the minimum 

value of AIC and BIC is considered. The summary of the GARCH family models 

of DSE30 is presented in Table 4.38. ARCH(2) model has the lowest AIC and BIC 

value of all models presented in Table 4.38. From the GARCH family of models, 

the ARCH(2) model is chosen for the DSE30 index. The model ARIMA(1,1,1) 

does not fit well since DSE30 is stationary at level. Hence, a finite mixture of 

ARIMA(1,0,1) with ARCH(2) model is selected and then estimated with the 

DSE30 index. The model summary of ARIMA(1,0,1) with ARCH(2) model of 

DSE30 is presented in Table 4.39.  

 

 

 

A
ct

ua
l  

 a
nd

   
F

itt
ed

  V
al

ue
   

 
of

   
D

S
E

30
 

Year 

R
es

id
ua

l 





 

Chapter Four                         Results and Discussion �	   

 

116 
 

 

Figure 4.31: Actual, fitted, and residual plot of ARIMA(1,0,1) model of DSE30 
 

According to Figure 4.31, the actual, fitted, and residual plot of ARIMA(1,0,1) 

with ARCH(2) model of DSES suggest that the actual and fitted data are 

approximately similar. As a result, this modeling fitting is quite reasonable. Figure 

4.32 represents the histogram of estimated residuals from ARIMA(1,0,1) with the 

ARCH(2) model of DSE30. It suggests that the shape of the distribution is close to 

symmetrical. The Jarque-Bera test rejects the hypothesis of normality when the p-

value is less than or equal to 0.05. From Figure 4.32, the Jarque-Bera test statistic 

value is 3.5922 and the p-value is 0.1659. Since the p-value is greater than 0.05, it 

suggests that the estimated residuals from the ARIMA(1,0,1) with ARCH(2) 

model of DSE30 accepts the hypothesis of normality at the 5% level. Figure 4.33 

represents the histogram of estimated standardized residuals from ARIMA(1,0,1) 

with ARCH(2) model of DSE30. The histogram of standardized residuals of 

ARIMA(1,0,1) with ARCH(2) model of DSE30 is approximately close to normal. 

Therefore, the error distribution of the ARIMA(1,0,1) with ARCH(2) model of 

DSE30 is normal. Figure 4.34 shows the static forecasting performance of 

ARIMA(1,0,1) with ARCH(2) model of DSE30. The RMSE of ARIMA(1,0,1) 

with ARCH(2) model of DSE30 is 65.299. The Theil inequality coefficient and 

biased proportion are approximately close to zero. Therefore, the forecasting 
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performance of ARIMA(1,0,1) with the ARCH(2) model of DSE30 is quite 

reasonable. 

 

 

 
 
 

 

Figure 4.33: Histogram of the standardized residuals of ARIMA(1,0,1) with 
ARCH(2) model of  DSE30 
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Figure 4.32: Histogram of residuals of ARIMA(1,0,1) with ARCH(2) model of 
DSE30 
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Month Dynamic 
Forecast  

Static 
Forecast  Month Dynamic 

Forecast  
Static 

Forecast  
Jul-25 2000.8963 1943.7001 Oct-25 2004.8370 1944.2438 

Aug-25 2002.2099 1943.8836 Nov-25 2006.1506 1944.4206 
Sep-25 2003.5234 1944.0648 Dec-25 2007.4641 1944.5953 

 

4.5.3.3 ANN Models of DSE30 

The input structures of different input variables are calculated in this analysis by 

setting the nodes of the input layer equal to the number of lagged variables from 

the DSE30 index ( xt-1, xt-2, ..., xt-p ), where p is a time delay. The input variables 

for training and testing ANN models of the output variable DSE30 is xt = f ( xt-1,  

xt-2, xt-3 ). Different ANN models are trained and tested using the software 

STATISTICA 12. RBF networks and MLP networks are applied. MLP networks 

performed better than RBF networks for the DSE30 index. Different training 

algorithms with MLP networks like BFGS are used. We have applied different 

types of activation functions like Logistic, Identity, Exponential, etc. which are 

acted as hidden activation and output activation. The summary of the ANN models 

of DSE30 is presented in Table 4.41. 

Table 4.41: Summary of ANN models of DSE30 

Net Name MLP 3-9-1 MLP 3-3-1 MLP 3-6-1 MLP 3-5-1 
Training Performance 0.9053 0.9058 0.9051 0.8880 
Test Performance 0.9288 0.9379 0.9203 0.9428 
Overall Performance 0.9171 0.9218 0.9127 0.9154 
Training error 0.0070 0.0069 0.0070 0.0082 
Test error 0.0052 0.0048 0.0060 0.0052 
Training Algorithm BFGS 5 BFGS 40 BFGS 23 BFGS 66 
Hidden Activation Identity Logistic Exponential Identity 
Output Activation Logistic Exponential Logistic Exponential 

Note. Output Variable: DSE30, Sample (training): 2014:01 2017:12, Sample (test): 2018:01 2018:12 

 

According to Table 4.41, the overall performance of MLP 3-3-1 is superior to 

other MLP networks. Compared to other MLP nets, the MLP 3-3-1 net has the 

smallest training and testing error. So, the out-of-sample forecasts are conducted 





 

Chapter Four                         Results and Discussion �	   

 

121 
 

using MLP 3-3-1 net. The out-of-sample forecast of ANN model of the DSE30 

index from January 2019 to December 2025 is exposed in Table 4.42. 

 

Table 4.42: Out-of-sample forecast of ANN model of DSE30 

Month Forecast of DSE30 Month Forecast of DSE30 
Jan-19 4782.438 Dec-21 6115.368 
Feb-19 4355.819 Jan-22 6166.743 
Mar-19 4593.273 Feb-22 6218.117 
Apr-19 4841.041 Mar-22 6269.491 
May-19 4816.496 Apr-22 6320.865 
Jun-19 4564.771 May-22 6372.239 
Jul-19 4677.362 Jun-22 6423.614 
Aug-19 4636.915 Jul-22 6474.988 
Sep-19 4578.915 Aug-22 6526.362 
Oct-19 4432.238 Sep-22 6577.736 
Nov-19 4467.781 Oct-22 6629.111 
Dec-19 4502.619 Nov-22 6680.485 
Jan-20 4606.301 Dec-22 6731.859 
Feb-20 4616.359 Jan-23 6783.233 
Mar-20 4725.494 Feb-23 6834.608 
Apr-20 4698.387 Mar-23 6885.982 
May-20 4857.245 Apr-23 6937.356 
Jun-20 5152.468 May-23 6988.730 
Jul-20 5641.304 Jun-23 7040.104 
Aug-20 5712.808 Jul-23 7091.479 
Sep-20 5545.141 Aug-23 7142.853 
Oct-20 5470.598 Sep-23 7194.227 
Nov-20 5712.307 Oct-23 7245.601 
Dec-20 5805.693 Nov-23 7296.976 
Jan-21 5550.252 Dec-23 7348.350 
Feb-21 5601.626 Jan-24 7399.724 
Mar-21 5653.000 Feb-24 7451.098 
Apr-21 5704.374 Mar-24 7502.473 
May-21 5755.749 Apr-24 7553.847 
Jun-21 5807.123 May-24 7605.221 
Jul-21 5858.497 Jun-24 7656.595 
Aug-21 5909.871 Jul-24 7707.970 
Sep-21 5961.246 Aug-24 7759.344 
Oct-21 6012.620 Sep-24 7810.718 
Nov-21 6063.994 Oct-24 7862.092 
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Month Forecast of DSE30 Month Forecast of DSE30 
Jul-21 6575.179 Oct-23 8171.582 

Aug-21 6634.305 Nov-23 8230.708 
Sep-21 6693.431 Dec-23 8289.834 
Oct-21 6752.557 Jan-24 8348.960 
Nov-21 6811.683 Feb-24 8408.087 
Dec-21 6870.810 Mar-24 8467.213 
Jan-22 6929.936 Apr-24 8526.339 
Feb-22 6989.062 May-24 8585.465 
Mar-22 7048.188 Jun-24 8644.591 
Apr-22 7107.314 Jul-24 8703.717 
May-22 7166.440 Aug-24 8762.843 
Jun-22 7225.566 Sep-24 8821.969 
Jul-22 7284.692 Oct-24 8881.095 

Aug-22 7343.818 Nov-24 8940.221 
Sep-22 7402.944 Dec-24 8999.347 
Oct-22 7462.070 Jan-25 9058.473 
Nov-22 7521.196 Feb-25 9117.599 
Dec-22 7580.322 Mar-25 9176.725 
Jan-23 7639.448 Apr-25 9235.851 
Feb-23 7698.574 May-25 9294.977 
Mar-23 7757.700 Jun-25 9354.103 
Apr-23 7816.826 Jul-25 9413.229 
May-23 7875.952 Aug-25 9472.355 
Jun-23 7935.078 Sep-25 9531.481 
Jul-23 7994.204 Oct-25 9590.607 

Aug-23 8053.330 Nov-25 9649.733 
Sep-23 8112.456 Dec-25 9708.859 

4.5.3.5 Comparison of Different Models of DSE30 

The RMSE for overall samples from January 2014 to December 2018 of the best 

fitting ARIMA with GARCH family, ANN and SVM model of DSE30 is shown in 

Table 4.45.  

Table 4.45: RMSE of the estimated models of DSE30 

Model Name RMSE 

ARIMA with GARCH family 65.299 
ANN 3063.121 

SVM 174.924 
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Authors Results 

Thissen et al. 2003 

They used ARMA, Elman networks (A form of 

ANN), and SVM models for a data set of a 

chemometrics study.  Using the same test data set 

for ARMA, Elman networks, and SVM techniques, 

it observed that forecasting results were equally 

well for both the SVM and the ARMA model while 

the Elman network could not predict the series 

accurately. The performance of forecasted values 

was tested with only a few data of different time 

series. In this study, out-of-sample forecasting was 

untouched as well.  

Kaastra and Boyd, 1995 

The ANN and the ARIMA models were used to 

predict future trading volume time series and found 

that the forecasting performance of ANN model 

was better than ARIMA model. Out-of-sample 

forecasting was not conducted here. 

Hans and Kasper, 1998 

They forecasted foreign currency exchange rates 

using ANN models. The results showed that ANN 

models provide a disposing alternative to foreign 

currency exchange rates prediction than a linear 

model. Since ANN can generalize from past 

experience, they characterized a significant 

advancement over traditional trading systems. Here, 

the out-of-sample forecasting was not evaluated.  

 

Bhardwaj et al., 2014 

 

They used time series models which were non-

structural-mechanical in nature. The ARIMA and 

GARCH models were studied and applied for 

modeling and forecasting of spot prices of Gram at 
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Authors Results 

 

 

Bhardwaj et al., 2014 

(Continued) 

the Delhi market. It was found that the ARIMA 

model did not capture the volatility present in the 

data set whereas the GARCH model successfully 

captured the volatility. The performance of 

forecasted values was tested with the last 30 

observations as the test sample. Here, out-of-sample 

forecasting was not shown. 

 

 

 

 

 

 

 

The Present Study 

 

 

 

 

 

 

 

 

 

In this study, a finite mixture of ARIMA with 

GARCH family model performs better than linear 

model (only ARIMA), non-linear model (only 

GARCH family), ANN and SVM model based on 

the criteria of RMSE for forecasting DSEX index. 

But, the ANN model performs better than the SVM 

model for forecasting DSEX. These results differ 

from the study of Tay and Cao, 2001;  Kim, 2003 

results and partially agree with Thissen et al., 2003 

results. This study reveals that a finite mixture of 

ARIMA(1,0,0) with EGARCH(1,1,2) is the most 

reliable and reasonable model for forecasting the 

DSEX index of DSE. 

 

But, the finite mixture of ARIMA with GARCH 

family model (RMSE = 34.0785) and ANN model 

(RMSE = 31.6213) performs approximately equally 

likely better than the SVM model (RMSE = 

262.312) for forecasting the DSES based on RMSE 

statistics. The forecasting performance of the SVM 

model is not reasonable. These results support Hans 

and �.�D�V�S�H�U�¶�V�� 1998 results, Kaastra and �%�R�\�G�¶�V�� 
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Authors Results 

The present study 

(Continued) 

DSEX, DSES, and DSE30 indices using the 

proposed models up to December 2025.  

 
As reported in Table 4.46, this study concludes that different types of models 

describe data well for three different DSE indicators, namely, the DSEX, the 

DSES, and the DSE30 index. This study also argues that a suitable finite mixture 

of ARIMA with the GARCH family models may perform better than ANN and 

SVM models. Most of the reviewed papers argue that ANN and SVM models 

perform better than ARIMA and the GARCH family models. It may be one reason 

for the volatility of the DSE indices. In the present study, the out-of-sample 

forecasted values of DSEX, DSES, and DSE30 indices using the proposed models 

are conducted up to December 2025 while the authors of previous literature were 

not provided the out-of-sample forecasted values of the desired indicators. Using 

the out-of-sample forecasted values of DSEX, DSES and DSE30 indices up to 

December 2025, the investors and policymakers of DSE can be benefited through 

investment and policymaking.  
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Chapter Five 

Conclusion and Recommendation 
 

This chapter presents the concluding summary of this dissertation. The 

methodology is applied by generating the proposed decision support system and 

performing proper models of the selected indicators of DSE. The key models and 

forecasting metrics are summarized in this chapter. This chapter concludes this 

study by reflecting on the results found in the previous chapter. An answer to the 

research question is given in the context of the modeling and forecasting results. In 

addition, suggestions and policy recommendations are discussed as well. 

5.1 Modeling and Forecasting Selected Indicators of DSE 

Before modeling and forecasting selected indicators of DSE, EDA was done using 

a time series plot. STR is directly and immediately affected by microeconomic 

indicators such as IMC (US$) and TEC. The time series plot of microeconomic 

indicators of DSE from 1990 to 2012 showed that there were upward trends of 

STR, TEC, and IMC. The rising scenario in SRT was found in 1999 and 2009; the 

number of TEC was gradually increasing from 1990 to 2009 and then gradually up 

and down after 2009. The time series plot shows that from 2005 to 2012, the 

macroeconomic indicators of the DSE, as well as the GDP, GNI, and GS, were 

gradually increasing, while the GI, DIR, and GFI levels were rising and declining, 

respectively. The time series plot of invested stock market capital in Taka (mn), 

DGI, stock trade, stock volume, and current market value in Taka (mn) for the 

period of June 2004 to July 2013 showed that each series rose in 2010, except 

stock volume and there were severe volatility from 2010 to till the end of the day 

in stock market capital and DGI, stock trade, stock volume, and current market 

value data series. The time series plot of the newest indicators of DSE from 

January 2014 to December 2018 showed that there were upward trends of DSEX, 
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DSES, and DSE30 indices, respectively. However, after July 2017, DSES, DSE30, 

and DSEX indexes started to fall gradually. 

5.2 Cobb-Douglas (CD) Functional Regression Analysis 

To investigate the direct and immediate impact on the portfolios of DSE prices, 

CD functional regression form was used considering the output level STR as a 

dependent variable and the IMC and TEC of DSE as the independent variables. 

The intercept and slope coefficients of all explanatory variables were statistically 

significant at least at the 5% level. Overall there was a negative STR due to the 

fixed cause of the constant, C = -25.00805 and the relationship of STR with TEC 

was positive (3.842619) and with IMC was also positive (0.363038) from the 

period 1990 to 2012. Moreover, F-statistic = 90.02 and Prob. value = 0.000 

implied that the regression model significantly fits the data. Finally, the R-square 

value indicated that about 77.5131 percent variation of STR was explained by the 

explanatory variables�²IMC and TEC of DSE. VIF and TV concluded that there 

was no presence of multicollinearity between IMC and TEC. The error distribution 

of the estimated residual was normal. The elasticity of STR in DSE with respect to 

IMC and TEC was a constant return to scale. 

5.3 Multiple Linear Regression Analysis 

To investigate the indirect and long-run impact on the portfolios of DSE prices, 

the multiple log-linear regression model was used considering the output level 

DGI as the dependent variable and the macroeconomic indicators like GDP, GNI, 

GS, GI, DIR, and GFI, respectively as the independent variables. The R-square 

value from the model was 0.9998 and overall model fitting was statistically 

significant at 5% level. The error distribution of the model was normal. But, there 

were multicollinearity problems. To get rid of this problem, the multiple linear 

regression model was re-estimated by dropping GNI due to very severe 

multicollinearity, and standardized GDP, standardized GS, and standardized GFI 

were used as the explanatory variables due to severe/moderate multicollinearity. 
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We concluded that the overall model fitting was significant at 10% level and a 

higher value of R-square (0.973) was found. 

5.4 VAR Modeling and Forecasting 

VAR Model was trained and tested with the data series like stock trade, invested 

capital, stock volume, current market value, and DGI. Before building a suitable 

VAR model, summary statistics were evaluated and outliers were checked by Box 

and Whisker plots. From Box and Whisker plots, outliers were found in stock 

trade, volume, and value series. To check the stationary of the series, unit root 

tests were applied. The unit root tests exposed that market capital, DGI, value, and 

trade series were non-stationary by not rejecting the null hypothesis of unit-root at 

5% levels of significance and critical values, but they were all stationary after first 

differencing except volume data of DSE which was normally stationary. AIC and 

BIC values were used to select the lag length of the VAR model. The minimum 

value of AIC and BIC was found at the lag length of order two than that of any 

other lag lengths of orders. So, the VAR(2) model was estimated. The VAR(2) 

model satisfied the stability condition. The distribution of estimated residuals from 

the VAR(2) model was a lack of multivariate normal distribution. VAR residual 

heteroscedasticity tests revealed the rejection of the null hypothesis of no ARCH 

effects. Granger causality test results revealed that there were significant bivariate 

causal relationships among the variables at 5% level except for value, trade, and 

volume series to each other. Data from June 2004 to June 2012 were used for 

training samples and from July 2012 to July 2013 were used for testing samples 

and compared the results of the VAR(2) model with the univariate auto ARIMA 

(1,1,1) models. RMSE statistics for overall samples of the VAR(2) model is 

minimal from ARIMA (1,1,1) models for market capital, DGI, and volume data 

series of DSE. Therefore, the forecasting performance of the VAR(2) model was 

more reasonable than ARIMA (1,1,1) models. 
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5.5 Univariate Modeling and Forecasting 

ARIMA, ARIMA with GARCH family, ANN, and SVM model were estimated 

and analyzed with DSEX, DSES, and DSE30 indices time series. KPSS test was 

used to check the stationary condition of DSEX, DSES, and DSE30 indices. KPSS 

tests of DSEX, DSES, and DSE30 indices revealed that DSEX, DSES, and DSE30 

indices were stationary at the 5% level. 

5.5.1 Modeling and Forecasting of DSEX 

Firstly, an auto ARIMA(1,1,0) model of DSEX was estimated. But, the model 

fitting was not good. Secondly, the best fitting GARCH family model was selected 

using AIC and BIC values. EGARCH(1,1,2) model was selected for the lowest 

value of AIC and BIC. Since DSEX was stationary at level and ARIMA(1,1,0) 

model was not well fitted so, the finite mixture of the ARIMA(1,0,0) with 

EGARCH(1,1,2) model was selected and then estimated with the DSEX index. 

The R-square value of the training period was 0.919 and the R-square value of the 

testing period was 0.811, respectively. The error distribution of the ARIMA(1,0,0) 

with EGARCH(1,1,2) model was normal. The RMSE of ARIMA(1,0,0) with 

EGARCH(1,1,2) model was 162.50, which was comparatively lower than RMSE 

of other ARIMA and GARCH family models of DSEX. The Theil inequality 

coefficient, biased proportion and variance proportion were approximately close to 

zero. Therefore, the forecasting performance of ARIMA(1,0,0) with 

EGARCH(1,1,2) model of DSEX is quiet reasonable.  

Different ANN models were trained and tested using the DSEX index. RBF 

networks and MLP networks were applied. Different training algorithms like 

BFGS and RBFT were used. MLP nets performed better than RBF nets. Though 

the test error of the RBF net was minimum than the MLP net, training error of 

MLP net was minimum than the RBF net. So, the out-of-sample forecasts were 

conducted using the best-performed MLP 3-10-1 net.  
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Various SVM models were estimated with the DSEX index. RBF was found to 

have minimum RMSE compared with other kernel types. So, regression-based 

SVM model kernel type RBF was a more reasonable model for out-of-sample 

forecasting. 

The RMSE for overall samples during January 2014 to December 2018 of the best 

fitting ARIMA with GARCH family, ANN and SVM models of DSEX concluded 

that the RMSE of the ARIMA with GARCH family model was lower than ANN 

and SVM models of DSEX. Therefore, ARIMA with GARCH family model is the 

most reliable model for forecasting the DSEX index. The out-of-sample forecasted 

values of DSEX were conducted up to December 2025 using the proposed model 

ARIMA(1,0,0) with EGARCH(1,1,2) shown in Table 4.22.    

5.5.2 Modeling and Forecasting of DSES 

Firstly, an auto ARIMA(1,1,0) model of DSES was estimated. The RMSE of the 

test period was slightly lower than the RMSE of the training period. The actual, 

fitted, and residual plot suggested that the model was not well fitted. So, the out-

of-sample forecast from ARIMA(1,1,0) model was not suitable. To select the best 

performed GARCH family models, the minimum value of AIC and BIC was 

considered. The ARCH(2) model was selected based on the value of AIC and BIC. 

In this case, DSES was stationary and ARIMA(1,1,0) was not well fitted. So, 

ARIMA(1,0,0) with ARCH(2) model was selected and then estimated with the 

DSES index. R-square values of training and testing periods were 0.893 and 0.831, 

respectively. The higher value of R-square ensured that the models performed well 

in the training and test period. The overall model fitting statistics were significant 

at the 5% level for training and test samples. Jarque-Bera test concluded that the 

estimated residuals from the ARIMA(1,0,0) with ARCH(2) model of  DSES was a 

lack of normality. The RMSE of ARIMA(1,0,0) with ARCH(2) model was 

34.0785 which was comparatively lower than RMSE of other ARIMA and 

GARCH family models of DSES. The Theil inequality coefficient, biased 
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proportion, and variance proportion were approximately close to zero. Therefore, 

the forecasting performance of ARIMA(1,0,0) with ARCH(2) model of DSES is 

quite reasonable.   

Different ANN models were trained and tested using the DSES index. MLP 

networks performed better than RBF networks. Different training algorithms with 

MLP networks like BFGS were used. ANN models concluded that the 

performance of the MLP 3-7-1 net was better than that of other MLP nets. So, the 

out-of-sample forecasts were conducted using MLP 3-7-1 net.  

Based on the SVM models, the kernel type RBF had a lower RMSE than other 

kernel types. So, regression-based SVM model kernel type RBF is more 

reasonable for out-of-sample forecasting. 

The RMSE for overall samples during January 2014 to December 2018 of the best 

fitting ARIMA with GARCH family, ANN and SVM model of DSES revealed 

that RMSE of ANN model was lower than ARIMA with GARCH family model 

and SVM models of DSES. Therefore, the ANN model is the most reliable model 

for forecasting DSES. Table 4.33 shows out-of-sample forecasted values of DSES 

up to December 2025 based on the proposed model ANN (MLP 3-7-1 net). 

5.5.3 Modeling and Forecasting of DSE30 

Firstly, an auto ARIMA(1,1,1) model of DSE30 was estimated. The coefficient of 

AR(1) and MA(1) were significant at the 5% level. The RMSE of the test period 

was greater than the RMSE of the training period. The actual, fitted, and residual 

plot concluded that the model fitting was not good. To select the best performed 

GARCH family models, the minimum value of AIC and BIC was considered. The 

ARCH(2) model was selected based on the value of AIC and BIC. The DSE30 

index was stationary at level and the ARIMA(1,1,0) model was not well fitted. So, 

the finite mixture of ARIMA(1,0,1) with ARCH(2) model was finally selected and 

then estimated with the DSE30 index. R-square values of the training and testing 
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periods were 0.846 and 0.831, respectively. The overall model fitting statistics 

were significant at the 5% level for training and test samples. Therefore, 

ARIMA(1,0,1) with ARCH(2) model is one of the suitable models for out-of-

sample forecasting of the DSE30 index. The Jarque-Bera test revealed that the 

estimated residuals from the ARIMA(1,0,1) with ARCH(2) model of DSE30 were 

normal. The RMSE of ARIMA(1,0,1) with ARCH(2) model of DSE30 was 65.299. 

The Theil inequality coefficient and biased proportion were approximately close to 

zero. Therefore, the forecasting performance of the ARIMA(1,0,1) with ARCH(2) 

model of DSE30 is quite reasonable.  

Different ANN models were trained and tested using the DSE30 index. RBF 

networks and MLP networks were applied. MLP networks performed better than 

RBF networks for the DSE30 index. Different training algorithms with MLP 

networks like BFGS were used. The ANN models revealed that the overall 

performance of the MLP 3-3-1 net performed better than other MLP nets. Training 

and test errors of the MLP 3-3-1 net were lower than other MLP nets. So, the out-

of-sample forecasts were conducted using MLP 3-3-1 net. 

Different SVM regression models were trained and tested using the DSE30 index. 

There was a minimum RMSE for the linear kernel type compared to the other 

kernel types based on SVM models. So, a regression-based SVM model kernel 

type linear model is a more reasonable model for out-of-sample forecasting. 

The RMSE for overall samples during January 2014 to December 2018 of the best 

fitting ARIMA with GARCH family, ANN and SVM model of DSE30 index 

revealed that RMSE of ARIMA with GARCH family model was minimum than 

ANN and SVM models of DSE30. Therefore, ARIMA with GARCH family is the 

most reliable model for forecasting the DSE30 index. The out-of-sample 

forecasted values of DSE30 were conducted up to December 2025 using the 

proposed model ARIMA(1,0,1) with ARCH(2) shown in Table 4.40.      
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5.6 Suggestions and Policy Recommendations 

The growth of an economy depends upon a well-functioning stock market. The 

stock market plays a vital role in acting as an intermediary between shareholders 

and companies pursuing extra financing for business extension. The major role of 

a stock market mostly leads to financial growth by aggregating the funds to the 

finance industry and other enterprises. The stock market delivers a marketplace 

along with facilities for bringing together the buyers and sellers of shares, 

promoting just and equitable principles of trade, and protecting the interest of the 

shareholders. The capitalization of Bangladesh's stock market contributed to 9.2% 

of nominal GDP in June 2020, compared to 13.5% in 2019. The contribution to 

GDP touched a record of 28.5% in June 2010 and 4.2% in June 2006 (CEIC Data, 

2020). DSE is the major stock market in Bangladesh. The study of DSE indices is 

a very blazing issue in Bangladesh and it is essential for policy implications. After 

the market crash in 1996, DSE was performing healthy with its rising DGI. The 

DGI eventually crashed at its highest point in May 2010. Then shareholders lost 

their confidence in the stock market. Thus, the optimistic stock market moved to 

bearish in November 2010, losing 1800 points from December 2010 to January 

2011. Millions of shareholders became bankrupt due to this stock market crash. 

The crash is supposed to provide benefits to the big players in the stock market by 

artificially manipulating share prices. 

This dissertation established that ARIMA(1,0,0) with EGARCH(1,1,2) model is 

the most reliable model for forecasting DSEX index,  ANN (MLP 3-7-1 net) 

model is the most reliable model for forecasting DSES index, and ARIMA(1,0,1) 

with ARCH(2) model is the most reliable model for forecasting DSE30 index. The 

forecasting of DSEX, DSES, and DSE30 indices with the proposed model was 

conducted from January 2019 to December 2025. These forecasting results of our 

study may help BSEC, individual and institutional investors, industry owners, 



 

Chapter Five      Conclusion and Recommendation �	   

 

138 
 

stakeholders, and above all the Government of Bangladesh to take appropriate 

actions for building an efficient and sustainable stock market in Bangladesh. 

The stock index measures the changes in share prices that are generally associated 

with market conditions. The shareholders consider it as a benchmark to detect 

stock market conditions with earnings or dividend per share. The market condition 

of every company somehow depends on the financial condition of the country. 

The forecasting of DSE indicators may help to determine the stability of the index. 

Researchers and investors will find this dissertation useful for predicting future 

share values and making investment decisions by utilizing the modeling and 

forecasting concept used in this dissertation. 

5.7 Further Scopes of Research 

In this study, yearly and monthly time series data of DSE are used. We have 

applied ARIMA, GARCH, ARCH, EGARCH models considering Normal 

(Gaussian) error distribution. In the future, the researchers can apply Vector Error 

Correction (VEC), Bayesian VAR, PARCH, TARCH, etc. models and also 

considering the non-normal error distributions �O�L�N�H�� �6�W�X�G�H�Q�W�¶�V�� �W�� �D�Q�G�� �*�H�Q�H�U�D�O�L�]�H�G��

Error Distribution (GED) using daily time series indicators of DSE. 
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Variables and Time Series Data Sets 

 

Table A: Annual Data of STR, TEC and IMC (US$) (During 1990 to 2012) 

Year STR TEC IMC (US$) 
1990 1.505646173 134 321000000 
1991 1.016949153 138 269000000 
1992 3.773584906 145 314000000 
1993 3.911342894 153 453000000 
1994 14.23819029 170 1050000000 
1995 13.23283082 183 1338000000 
1996 24.52029207 186 4551000000 
1997 12.6478318 202 1537000000 
1998 61.37689615 208 1034000000 
1999 83.02607456 211 865403300 
2000 74.83450072 221 1185950000 
2001 63.6006711 230 1144560000 
2002 56.94912064 239 1192930000 
2003 23.24654283 247 1621510000 
2004 36.05474548 250 3316980000 
2005 31.49780082 262 3035400000 
2006 28.37701598 269 3610260000 
2007 92.28960666 278 6793230000 
2008 137.2587394 290 6670562037 
2009 212.561601 302 7067627057 
2010 129.163043 209 15683000000 
2011 92.5753602 216 23546000000 
2012 61.17633323 229 17479000000 

Data Source: World Bank Data Indicator, Country Bangladesh  

http://data.worldbank.org/country/bangladesh 
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Table B: Annual Data of DGI, GDP, GNI and GS of Bangladesh (During 2005 to 
2012) 

Year DGI  GDP (US$) GNI (US$) GS (US$) 
2005 20976.18 60277560976 63355284553 18739677715 
2006 18194.88 61901116736 65952263252 21361399703 
2007 25444.77 68415421373 73522980017 24395379769 
2008 34537.74 79554350678 86607185541 29237022626 
2009 34224.34 89359767442 97484941860 34518222526 
2010 73842.72 1.00357E+11 1.09695E+11 38584264100 
2011 74368.28 1.11879E+11 1.22062E+11 40820088900 
2012 54339.48 1.16355E+11 1.27672E+11 46279032616 

 

Data Source: World Bank Data Indicator, Country Bangladesh  
http://data.worldbank.org/country/bangladesh 

 

Table C: Annual Data of GI, DIR (%) and GFI of Bangladesh (During 2005 to 
2012) 

Year GI (%)  DIR (%)  GFI (US$) 
2005 7.0466182 8.0925 813321971.9 
2006 6.7652612 9.1125 697206284.1 
2007 9.106985 9.1759 652818718.9 
2008 8.9019449 9.6533 1009623164 
2009 5.4234724 8.2050 732809635.6 
2010 8.1266764 7.1425 918172637.9 
2011 10.704805 10.015 1137916361 
2012 6.2181824 11.685 1178439622 

 

Data Source: World Bank Data Indicator, Country Bangladesh  
http://data.worldbank.org/country/bangladesh 
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Table D: Monthly Data of Capital in Taka (mn), Volume, Value in Taka (mn), 
Trade and DGI from DSE   (June 2004 to July 2013) 

Month CAPITAL  VOLUME  VALUE  TRADE DGI 
2004M06 131848.179 3305352.200 178.485 9667.160 1273.014 
2004M07 132126.825 1777211.217 119.702 6426.520 1269.784 
2004M08 146526.932 3360264.000 245.583 10483.090 1418.756 
2004M09 139063.027 4639028.333 277.303 11873.000 1592.645 
2004M10 168381.123 1919888.750 253.457 9196.460 1705.919 
2004M11 183984.900 2887991.737 387.353 11936.890 1819.067 
2004M12 197093.605 4051619.652 414.260 13356.170 1939.044 
2005M01 219500.952 2559046.650 243.097 8830.450 1869.809 
2005M02 220825.524 3260732.647 246.082 11093.310 1814.054 
2005M03 233324.102 5409300.880 244.589 9692.710 1936.914 
2005M04 216693.745 4335016.764 446.755 13699.160 1895.202 
2005M05 202698.332 4739733.083 273.361 10551.910 1895.202 
2005M06 218384.757 4072147.609 236.833 9044.440 1771.189 
2005M07 212603.704 3545199.400 233.444 8133.880 1599.919 
2005M08 207936.348 1917914.750 206.843 7338.480 1692.452 
2005M09 220546.846 3033413.160 173.585 10201.500 1619.115 
2005M10 224841.440 4245388.500 265.222 8170.570 1564.764 
2005M11 229142.838 2961041.190 203.480 11382.270 1647.065 
2005M12 225163.645 3040945.000 282.937 8441.790 1670.493 
2006M01 226652.537 1625757.789 193.697 7771.770 1659.911 
2006M02 1600.037 1937216.846 141.870 9347.250 1701.267 
2006M03 225016.370 2247798.350 159.192 11047.670 1649.958 
2006M04 206302.258 2310462.133 198.975 10197.460 1546.419 
2006M05 208483.254 2509405.810 197.094 10826.430 1391.362 
2006M06 211012.816 2142168.316 157.921 8756.210 1379.536 
2006M07 224078.642 2356187.952 235.112 12712.570 1326.537 
2006M08 260009.524 6406092.476 560.745 24051.140 1364.494 
2006M09 281654.839 4932078.889 553.314 21486.110 1531.664 
2006M10 278914.418 3194915.313 289.420 12288.630 1589.158 
2006M11 298437.693 4873717.000 351.017 14577.160 1538.310 
2006M12 311744.859 9354059.833 439.110 16896.110 1516.263 
2007M01 336622.925 18180691.200 809.411 25540.000 1582.640 
2007M02 381081.764 18824181.890 1109.610 32838.580 1684.278 
2007M03 380915.870 8991656.300 642.009 23163.900 1831.499 
2007M04 388627.391 5143141.571 539.456 17854.430 1757.588 
2007M05 420342.049 8756565.476 1259.286 33718.760 1712.795 
2007M06 454371.234 10254290.700 1545.512 37188.600 1867.256 
2007M07 510312.442 15820481.410 1940.849 44336.640 2050.596 
2007M08 544948.857 9165436.900 1386.034 33370.100 2289.590 
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Month CAPITAL  VOLUME  VALUE  TRADE DGI 
2007M09 598043.875 11984598.850 1553.187 34640.200 2349.564 
2007M10 673609.838 18305745.940 2297.278 51508.890 2551.083 
2007M11 726205.347 11983370.050 2066.441 48872.850 2801.128 
2007M12 728976.873 5801660.813 1244.309 31261.500 2966.752 
2008M01 775458.671 8996626.045 1520.326 36198.680 2942.323 
2008M02 794278.686 16471068.790 2102.802 48579.630 2931.355 
2008M03 815593.583 19032819.100 2831.004 67543.700 2915.230 
2008M04 2981.711 25924834.480 3299.439 76439.620 3073.242 
2008M05 838914.461 23278932.630 3681.584 75463.740 3085.751 
2008M06 861494.007 20445684.820 3179.769 71568.050 3068.263 
2008M07 891246.177 20173895.730 2957.643 65942.140 2904.328 
2008M08 966123.345 15103696.110 2400.689 55315.210 2696.164 
2008M09 944008.577 25487563.050 3448.745 72524.420 2853.212 
2008M10 998069.126 28672462.050 4162.858 83887.890 2861.964 
2008M11 1003868.939 14884119.950 2075.696 54527.570 2628.830 
2008M12 962973.469 14636939.570 2132.834 53947.070 2577.077 
2009M01 982017.746 28454176.650 3293.248 78343.200 2706.424 
2009M02 1028003.023 23038192.700 2867.807 80642.500 2580.995 
2009M03 999480.114 30649585.810 4549.531 110155.710 2589.342 
2009M04 1016767.192 23824510.190 4398.613 102291.950 2520.920 
2009M05 1023753.637 26535395.000 4910.794 98837.190 2555.131 
2009M06 1034360.926 34068045.860 6853.608 130856.360 2535.580 
2009M07 1138171.228 34745811.430 5890.392 114231.710 2795.933 
2009M08 1244582.583 39995250.760 6395.897 123035.100 2911.521 
2009M09 1294553.126 31448941.060 5166.482 98230.060 2982.623 
2009M10 1326761.602 55774547.860 10024.096 161178.570 2994.208 
2009M11 1417911.337 32855451.950 8990.878 144107.350 3276.438 
2009M12 1622333.281 29320989.900 8963.163 143151.850 3775.220 
2010M01 1866613.237 48604501.810 12517.590 186657.670 4415.349 
2010M02 2044037.591 50191352.580 13156.953 180443.740 4941.337 
2010M03 2292537.689 33999742.910 7959.817 112123.770 5612.953 
2010M04 2259027.054 35031457.350 9565.159 132715.200 5527.412 
2010M05 2306251.577 48285036.190 18392.302 225664.290 5574.668 
2010M06 2429873.623 54724528.550 17624.256 207232.270 5819.689 
2010M07 2667689.104 61222318.370 16987.856 211752.320 6207.813 
2010M08 2790637.911 81519611.770 17929.003 228425.320 6354.707 
2010M09 2961409.716 89046121.720 17364.575 226097.890 6634.050 
2010M10 3060230.461 113267378.300 23400.448 299698.650 6897.628 
2010M11 3265863.379 117543826.300 24827.221 316926.470 7548.645 
2010M12 3492395.858 108355932.700 18436.861 253477.480 8308.462 
2011M01 3512211.567 72132469.900 9348.462 143008.000 8339.505 
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Month CAPITAL  VOLUME  VALUE  TRADE DGI 
2011M02 3216375.631 60022099.060 6758.066 132856.180 7415.153 
2011M03 2845752.815 89449473.000 9869.324 188883.770 6321.154 
2011M04 2771706.023 72416180.210 8225.493 166768.260 6142.291 
2011M05 2826324.767 49303059.760 4407.916 118042.620 6272.803 
2011M06 2630077.983 69060468.270 6120.476 154704.640 5644.179 
2011M07 2714956.488 172337698.300 14908.649 281857.800 5845.086 
2011M08 3020613.217 64914582.060 5214.626 111525.590 6481.582 
2011M09 2927389.226 40971534.600 3528.624 86628.850 6176.487 
2011M10 2674134.612 44282863.190 3332.889 97337.570 5468.238 
2011M11 2583009.962 60358116.290 4089.109 121158.410 5178.807 
2011M12 2546477.495 67361689.630 3238.411 103556.470 5082.998 
2012M01 2508342.772 81116705.550 4035.023 118801.320 4921.320 
2012M02 2242891.131 72616085.050 3012.827 104915.790 4199.880 
2012M03 2403521.054 87702223.600 4206.155 116317.800 4607.035 
2012M04 2693699.637 133854797.700 8027.393 171109.140 5245.798 
2012M05 2596326.692 60454484.430 3186.580 82662.900 4933.975 
2012M06 2475126.641 42074896.200 1968.187 66158.650 4562.257 
2012M07 2361270.115 44488765.480 1931.624 67901.000 4185.059 
2012M08 2377459.504 92173847.640 4091.186 110253.430 4228.694 
2012M09 2523704.976 198440255.900 8934.053 194549.810 4547.435 
2012M10 2528586.158 141151170.400 5605.015 127125.260 4532.278 
2012M11 2402904.899 74853293.600 2769.035 78410.700 4255.544 
2012M12 2356225.191 60191147.740 2143.743 71438.320 4120.210 
2013M01 2373095.049 51792554.650 1693.817 54691.740 4156.421 
2013M02 2424548.422 93797194.790 3795.628 109108.370 4263.981 
2013M03 2278420.959 46225488.110 1850.316 68280.330 3883.516 
2013M04 2193355.598 49571662.570 1536.390 63301.240 3673.183 
2013M05 2290067.745 91250697.200 3000.793 98178.500 3893.764 
2013M06 2502624.507 158504876.300 6618.310 152870.700 4335.967 
2013M07 2585840.744 125662029.500 6956.657 138560.360 4508.987 

 

Data Source: Dhaka Stock Exchange (DSE) Limited, Bangladesh 
https://www.dsebd.org/recent_market_information.php 
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Table E: Monthly Data of DSEX, DSES and DSE30 Indices from DSE (January 
2014 to December 2018) 

Months DSEX DSES DSE30 
2014M01 4534.7150 968.5243 1593.6236 
2014M02 4765.1739 989.5993 1680.1419 
2014M03 4599.6916 996.8329 1652.5428 
2014M04 4611.0170 1022.1466 1684.2775 
2014M05 4449.1328 991.6566 1620.1377 
2014M06 4394.9264 1006.3490 1620.8598 
2014M07 4392.7368 996.6344 1608.1169 
2014M08 4534.4558 1050.5842 1698.0559 
2014M09 4796.5921 1126.8850 1841.3879 
2014M10 5205.1500 1222.3782 1964.2716 
2014M11 4915.3508 1151.9898 1822.4726 
2014M12 4888.2086 1148.1129 1808.9299 
2015M01 4871.2433 1155.5376 1809.5250 
2015M02 4752.2522 1126.9201 1768.1670 
2015M03 4576.6667 1103.0649 1719.9383 
2015M04 4297.6185 1050.6796 1642.0212 
2015M05 4369.6454 1059.8557 1651.0242 
2015M06 4527.0166 1104.2424 1744.1395 
2015M07 4675.9546 1153.6251 1828.8925 
2015M08 4816.8986 1188.4670 1857.8395 
2015M09 4799.5737 1178.8838 1834.6762 
2015M10 4708.3103 1130.6826 1786.5449 
2015M11 4507.9922 1085.7837 1711.6368 
2015M12 4587.6479 1104.7772 1743.1065 
2016M01 4646.1827 1117.4318 1754.0939 
2016M02 4572.3402 1115.4651 1751.7295 
2016M03 4420.9927 1072.8535 1686.9026 
2016M04 4365.5370 1058.9198 1664.7165 
2016M05 4337.3820 1064.8887 1686.2459 
2016M06 4412.6216 1086.0562 1734.8253 
2016M07 4542.5420 1114.3913 1775.7318 
2016M08 4563.1358 1115.8036 1768.5177 
2016M09 4632.3724 1115.0661 1765.2792 
2016M10 4684.3780 1118.4207 1760.9363 
2016M11 4708.4237 1124.2592 1759.1902 
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Months DSEX DSES DSE30 
2016M12 4916.9438 1166.6513 1795.4275 
2017M01 5398.3663 1254.5622 1940.6421 
2017M02 5531.5736 1291.6467 2008.4692 
2017M03 5674.2655 1304.8583 2054.8085 
2017M04 5608.3453 1289.3139 2075.6724 
2017M05 5442.9835 1262.5482 2010.1783 
2017M06 5503.1337 1270.3416 2043.4328 
2017M07 5793.4550 1315.6979 2121.4829 
2017M08 5899.2017 1310.3855 2119.2675 
2017M09 6145.6118 1361.0503 2193.0482 
2017M10 6062.6914 1330.5491 2185.8816 
2017M11 6229.9395 1362.4730 2252.6526 
2017M12 6224.7637 1378.2451 2253.5448 
2018M01 6181.0446 1404.9937 2270.4937 
2018M02 5945.5246 1385.1607 2198.8766 
2018M03 5694.0549 1343.5353 2112.5254 
2018M04 5809.7397 1351.4323 2179.7238 
2018M05 5503.0463 1282.2581 2045.1814 
2018M06 5380.7249 1247.8233 1968.1356 
2018M07 5329.5612 1261.0455 1902.1184 
2018M08 5468.3508 1255.3191 1921.1658 
2018M09 5477.9521 1260.5224 1918.9291 
2018M10 5356.5061 1241.2446 1891.8016 
2018M11 5261.2461 1214.5108 1858.5156 
2018M12 5294.2992 1218.1788 1854.1851 

 

Data Source: Dhaka Stock Exchange (DSE) Limited, Bangladesh 
https://www.dsebd.org/recent_market_information.php 

 

 

 

 

 

 







                                                                    Appendix �	   

 

158 
 

 

 

Actual, Fitted, and Residual Series of Proposed Models 

 

Table F: Actual, Fitted and Residuals obtained from ARIMA(1,0,0) with 
EGARCH(1,1,2) model of DSEX (January 2014 to December 2018) 

Month Actual Fitted Residual Standardized 
Residual 

Jan-14 4534.715 NA NA NA 

Feb-14 4765.174 4554.324 210.8504 1.302 

Mar-14 4599.692 4775.376 -175.685 -0.828 

Apr-14 4611.017 4616.648 -5.6312 -0.045 

May-14 4449.133 4627.511 -178.379 -1.314 

Jun-14 4394.926 4472.234 -77.308 -0.602 

Jul-14 4392.737 4420.24 -27.5035 -0.225 

Aug-14 4534.456 4418.14 116.3157 0.872 

Sep-14 4796.592 4554.075 242.5172 1.272 

Oct-14 5205.15 4805.512 399.6377 1.897 

Nov-14 4915.351 5197.395 -282.044 -1.185 

Dec-14 4888.209 4919.424 -31.2153 -0.288 

Jan-15 4871.243 4893.39 -22.1463 -0.189 

Feb-15 4752.252 4877.117 -124.864 -0.929 

Mar-15 4576.667 4762.982 -186.315 -1.402 

Apr-15 4297.619 4594.563 -296.945 -2.564 

May-15 4369.645 4326.904 42.7414 0.488 

Jun-15 4527.017 4395.991 131.0254 1.203 

Jul-15 4675.955 4546.939 129.0152 0.777 

Appendix-B 
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Month Actual Fitted Residual Standardized 
Residual 

Aug-15 4816.899 4689.799 127.1 0.820 

Sep-15 4799.574 4824.99 -25.4163 -0.150 

Oct-15 4708.31 4808.372 -100.062 -0.729 

Nov-15 4507.992 4720.834 -212.841 -1.535 

Dec-15 4587.648 4528.691 58.9565 0.497 

Jan-16 4646.183 4605.096 41.0867 0.288 

Feb-16 4572.34 4661.242 -88.9016 -0.592 

Mar-16 4420.993 4590.413 -169.42 -1.215 

Apr-16 4365.537 4445.243 -79.7057 -0.633 

May-16 4337.382 4392.051 -54.6685 -0.450 

Jun-16 4412.622 4365.045 47.577 0.370 

Jul-16 4542.542 4437.213 105.3287 0.662 

Aug-16 4563.136 4561.831 1.3047 0.007 

Sep-16 4632.372 4581.584 50.788 0.331 

Oct-16 4684.378 4647.995 36.3829 0.201 

Nov-16 4708.424 4697.878 10.5455 0.060 

Dec-16 4916.944 4720.942 196.0013 1.137 

Jan-17 5398.366 4920.952 477.4144 1.999 

Feb-17 5531.574 5382.726 148.8481 0.545 

Mar-17 5674.266 5510.496 163.7695 1.051 

Apr-17 5608.345 5647.364 -39.0188 -0.202 

May-17 5442.984 5584.134 -141.151 -1.023 

Jun-17 5503.134 5425.522 77.6121 0.584 

Jul-17 5793.455 5483.217 310.2381 1.898 

Aug-17 5899.202 5761.689 137.5128 0.554 

Sep-17 6145.612 5863.12 282.4922 1.860 
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Month Actual Fitted Residual Standardized 
Residual 

Oct-17 6062.691 6099.473 -36.7812 -0.155 

Nov-17 6229.94 6019.937 210.0029 1.673 

Dec-17 6224.764 6180.359 44.4051 0.192 

Jan-18 6181.045 6175.394 5.6506 0.040 

Feb-18 5945.525 6133.459 -187.935 -1.246 

Mar-18 5694.055 5907.552 -213.497 -1.560 

Apr-18 5809.74 5666.346 143.394 1.280 

May-18 5503.046 5777.309 -274.263 -1.602 

Jun-18 5380.725 5483.133 -102.408 -1.023 

Jul-18 5329.561 5365.804 -36.2428 -0.372 

Aug-18 5468.351 5316.729 151.6221 1.372 

Sep-18 5477.952 5449.854 28.0986 0.145 

Oct-18 5356.506 5459.063 -102.557 -0.756 

Nov-18 5261.246 5342.574 -81.3276 -0.608 

Dec-18 5294.299 5251.202 43.0975 0.328 
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Table G: Actual, Fitted and Residuals obtained from ANN (MLP 3-7-1 net) 
model of DSES (January 2014 to December 2018) 

Month Actual Fitted Residual Standardized 
Residual 

Jan-14 968.52 NA NA NA 

Feb-14 989.6 NA NA NA 

Mar-14 996.83 1025.08 -28.250 -0.9465 

Apr-14 1022.15 1021.39 0.760 -0.0354 

May-14 991.66 1051.82 -60.160 -1.9487 

Jun-14 1006.35 996.07 10.280 0.2636 

Jul-14 996.63 1032.99 -36.360 -1.2012 

Aug-14 1050.58 1010.95 39.630 1.1854 

Sep-14 1126.88 1092.4 34.480 1.0236 

Oct-14 1222.38 1158.21 64.170 1.9561 

Nov-14 1151.99 1224.39 -72.400 -2.3331 

Dec-14 1148.11 1121.24 26.870 0.7846 

Jan-15 1155.54 1144.85 10.690 0.2765 

Feb-15 1126.92 1156.48 -29.560 -0.9876 

Mar-15 1103.06 1111.88 -8.820 -0.3363 

Apr-15 1050.68 1090.36 -39.680 -1.3055 

May-15 1059.86 1026.72 33.140 0.9816 

Jun-15 1104.24 1071.35 32.890 0.9737 

Jul-15 1153.63 1128.08 25.550 0.7432 

Aug-15 1188.47 1168.68 19.790 0.5623 

Sep-15 1178.88 1194.29 -15.410 -0.5432 

Oct-15 1130.68 1174.76 -44.080 -1.4436 

Nov-15 1085.78 1106.36 -20.580 -0.7056 

Dec-15 1104.78 1061.94 42.840 1.2862 

Jan-16 1117.43 1115.41 2.020 0.0042 

Feb-16 1115.47 1123.28 -7.810 -0.3045 





                                                                    Appendix �	   

 

162 
 

Month Actual Fitted Residual Standardized 
Residual 

Mar-16 1072.85 1114.04 -41.190 -1.3529 

Apr-16 1058.92 1051.27 7.650 0.1810 

May-16 1064.89 1056.11 8.780 0.2165 

Jun-16 1086.06 1073.55 12.510 0.3336 

Jul-16 1114.39 1100.66 13.730 0.3720 

Aug-16 1115.8 1128.39 -12.590 -0.4547 

Sep-16 1115.07 1116.1 -1.030 -0.0916 

Oct-16 1118.42 1114.3 4.120 0.0701 

Nov-16 1124.26 1119.52 4.740 0.0896 

Dec-16 1166.65 1126.17 40.480 1.2121 

Jan-17 1254.56 1177.23 77.330 2.3694 

Feb-17 1291.65 1248.98 42.670 1.2809 

Mar-17 1304.86 1290.46 14.400 0.3930 

Apr-17 1289.31 1307.05 -17.740 -0.6164 

May-17 1262.55 1295.2 -32.650 -1.0847 

Jun-17 1270.34 1266.81 3.530 0.0516 

Jul-17 1315.7 1273.76 41.940 1.2579 

Aug-17 1310.39 1310.58 -0.190 -0.0652 

Sep-17 1361.05 1314.83 46.220 1.3923 

Oct-17 1330.55 1346.32 -15.770 -0.5545 

Nov-17 1362.47 1335.15 27.320 0.7988 

Dec-17 1378.25 1351.46 26.790 0.7821 

Jan-18 1404.99 1365.01 39.980 1.1964 

Feb-18 1385.16 1378.85 6.310 0.1389 

Mar-18 1343.54 1373.16 -29.620 -0.9895 

Apr-18 1351.43 1346.21 5.220 0.1047 

May-18 1282.26 1347.63 -65.370 -2.1123 

Jun-18 1247.82 1286.91 -39.090 -1.2869 
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Month Actual Fitted Residual Standardized 
Residual 

Jul-18 1261.05 1249.58 11.470 0.3010 

Aug-18 1255.32 1263.8 -8.480 -0.3256 

Sep-18 1260.52 1258.71 1.810 -0.0024 

Oct-18 1241.24 1263.8 -22.560 -0.7678 

Nov-18 1214.51 1242.88 -28.370 -0.9503 

Dec-18 1218.18 1211.1 7.080 0.1631 
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Table H: Actual, Fitted and Residuals obtained from ARIMA(1,0,1) with 
ARCH(2) model of DSE30 (January 2014 to December 2018) 

Month Actual Fitted Residual Standardized 
Residual 

Jan-14 1593.624 NA NA NA 

Feb-14 1680.142 1695.176 -15.0344 -0.1242 

Mar-14 1652.543 1748.466 -95.9229 -0.7122 

Apr-14 1684.278 1702.938 -18.6603 -0.1487 

May-14 1620.138 1750.16 -130.022 -1.0905 

Jun-14 1620.86 1669.305 -48.4456 -0.4864 

Jul-14 1608.117 1696.372 -88.2554 -1.1594 

Aug-14 1698.056 1674.55 23.5064 0.1927 

Sep-14 1841.388 1773.47 67.9177 0.5484 

Oct-14 1964.272 1887.578 76.694 0.5586 

Nov-14 1822.473 1975.865 -153.393 -1.2850 

Dec-14 1808.93 1802.36 6.5703 1.2436 

Jan-15 1809.525 1845.035 -35.5102 -0.9065 

Feb-15 1768.167 1831.746 -63.5789 -0.4307 

Mar-15 1719.938 1793.853 -73.9148 -0.5415 

Apr-15 1642.021 1756.958 -114.937 -0.9362 

May-15 1651.024 1689.431 -38.4071 -0.4280 

Jun-15 1744.14 1720.612 23.5278 0.2380 

Jul-15 1828.893 1805.515 23.3778 0.1612 

Aug-15 1857.84 1864.387 -6.5472 -0.0443 

Sep-15 1834.676 1874.766 -40.0897 -0.2688 

Oct-15 1786.545 1847.74 -61.1949 -0.4170 

Nov-15 1711.637 1807.406 -95.7691 -0.7033 

Dec-15 1743.107 1744.071 -0.964 -0.0086 

Jan-16 1754.094 1796.821 -42.727 -0.3548 

Feb-16 1751.73 1790.86 -39.1302 -0.2674 
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Month Actual Fitted Residual Standardized 
Residual 

Mar-16 1686.903 1790.387 -103.485 -0.7320 

Apr-16 1664.717 1724.363 -59.646 -0.5143 

May-16 1686.246 1723.214 -36.9685 -0.3611 

Jun-16 1734.825 1745.567 -10.7412 -0.0789 

Jul-16 1775.732 1787.88 -12.1481 -0.0829 

Aug-16 1768.518 1815.86 -47.3426 -0.3153 

Sep-16 1765.279 1799.384 -34.105 -0.2355 

Oct-16 1760.936 1801.443 -40.5071 -0.2873 

Nov-16 1759.19 1796.339 -37.1492 -0.2595 

Dec-16 1795.428 1796.219 -0.7915 -0.0056 

Jan-17 1940.642 1833.251 107.3911 0.7320 

Feb-17 2008.469 1969.434 39.0352 0.3274 

Mar-17 2054.809 1994.328 60.4803 0.5703 

Apr-17 2075.672 2033.527 42.1453 0.3084 

May-17 2010.178 2042.061 -31.8828 -0.2366 

Jun-17 2043.433 1972.423 71.0103 0.4970 

Jul-17 2121.483 2029.048 92.4353 0.6868 

Aug-17 2119.268 2090.285 28.9821 0.2658 

Sep-17 2193.048 2068.082 124.9661 1.0398 

Oct-17 2185.882 2150.632 35.2501 0.3451 

Nov-17 2252.653 2116.434 136.2187 1.5449 

Dec-17 2253.545 2195.733 57.8116 0.6507 

Jan-18 2270.494 2170.821 99.673 1.6681 

Feb-18 2198.877 2196.236 2.6411 0.0237 

Mar-18 2112.525 2114.849 -2.3238 -0.0198 

Apr-18 2179.724 2053.201 126.5233 0.8388 

May-18 2045.181 2141.875 -96.694 -0.9263 

Jun-18 1968.136 1975.652 -7.516 -0.1999 
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Month Actual Fitted Residual Standardized 
Residual 

Jul-18 1902.118 1951.129 -49.0106 -0.4099 

Aug-18 1921.166 1891.721 29.4448 0.2035 

Sep-18 1918.929 1930.511 -11.5821 -0.0820 

Oct-18 1891.802 1915.596 -23.7947 -0.1608 

Nov-18 1858.516 1892.76 -34.2445 -0.2297 

Dec-18 1854.185 1866.217 -12.0315 -0.0823 
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R Code 
 

#Install Packages 

install.packages("forecast") 

install.packages("tseries") 

install.packages("zoo ") 

install.packages("parallel") 

install.packages("car") 

install.packages("moments") 

install.packages("FinTS") 

 

#Load packages 

library(forecast) 

library(tseries) 

library(zoo) 

library(parallel) 

library(car) 

library(moments) 

library(FinTS) 

 

#Read Data of DSE Market Capital 

setwd("F:/phd_data") 

getwd() 

capital = read.csv("capital.csv", header = T) 

capital 
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#Read Data of DSE General Index (DGI) 

setwd("F:/phd_data") 

getwd() 

dgi = read.csv("dgi.csv", header = T) 

dgi 

 

#Read Data of DSE Market Value 

setwd("F:/phd_data") 

getwd() 

value = read.csv("value.csv", header = T) 

value 

 

#Read Data of DSE Market Volume 

setwd("F:/phd_data") 

getwd() 

volume = read.csv("volume.csv", header = T) 

volume 

 

#Read Data of DSE Trade 

setwd("F:/phd_data") 

getwd() 

trade = read.csv("trade.csv", header = T) 

trade 

 

#Read Data of DSEX 

setwd("F:/phd_data") 

getwd() 

dsex = read.csv("dsex.csv", header = T) 

dsex 
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#Read Data of DSES 

setwd("F:/phd_data") 

getwd() 

dses = read.csv("dses.csv", header = T) 

dses 

 

#Read Data of DSE30 

setwd("F:/phd_data") 

getwd() 

dse30 = read.csv("dse30.csv", header = T) 

dse30 

 

#Auto ARIMA Estimation of DSE Market Capital   

library(forecast) 

setwd("F:/phd_data") 

getwd() 

capital=read.csv("capital.csv", header=T) 

capital  

y=auto.arima(capital) 

y 

 

#Auto ARIMA Estimation of DSE General Index (DGI)  

library(forecast) 

setwd("F:/phd_data") 

getwd() 

dgi=read.csv("dgi.csv", header=T) 

dgi  

y=auto.arima(dgi)  

y 
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#Auto ARIMA Estimation of DSE Market Value   

library(forecast) 

setwd("F:/phd_data") 

getwd() 

value=read.csv("value.csv", header=T) 

value  

y=auto.arima(value)  

value 

 

#Auto ARIMA Estimation of DSE Market Volume   

library(forecast) 

setwd("F:/phd_data") 

getwd() 

volume=read.csv("volume.csv", header=T) 

volume  

y=auto.arima(volume)  

volume 

 

#Auto ARIMA Estimation of DSE Trade  

library(forecast) 

setwd("F:/phd_data") 

getwd() 

trade=read.csv("trade.csv", header=T) 

trade  

y=auto.arima(trade)  

trade 
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#Auto ARIMA Estimation of DSEX 

library(forecast) 

setwd("F:/phd_data") 

getwd() 

dsex=read.csv("dsex.csv", header=T) 

dsex 

y=auto.arima(dsex) 

y 

 

#Auto ARIMA Estimation of DSES 

library(forecast) 

setwd("F:/phd_data") 

getwd() 

dses=read.csv("dses.csv", header=T) 

dses 

y=auto.arima(dses) 

y 

 

#Auto ARIMA Estimation of DSE30 

library(forecast) 

setwd("F:/phd_data") 

getwd() 

dse30=read.csv("dse30.csv", header=T) 

dse30 

y=auto.arima(dse30) 
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Assumptions of the Estimated Models 
 

Table I: Assumptions of the Estimated Models 

Model Name 
Estimation 

Methods 
Assumptions 

CD Functional 

Regression  

Ordinary Least 

Squares (OLS) 

�x The coefficients and error terms of the 

regression model are linear. 

�x The population mean of the error term 

is zero 

�x The independent variables are 

uncorrelated with the error term. 

�x The error term is not correlated with 

one another. 

�x The error term has a constant variance 

(there is no heteroscedasticity). 

�x There is no perfect linear relationship 

between independent variables and 

explanatory variables. 

�x The error term is normally distributed 

(optional). 

Multiple Linear 

Regression  

OLS Same as OLS assumptions 

ARIMA  OLS Same as OLS assumptions 

VAR  OLS Same as OLS assumptions, but the error 

terms are multivariate normally 

distributed. 
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Model Name 
Estimation 

Methods 
Assumptions 

ARIMA with 

GARCH Family 

ML - ARCH 

(Marquardt) 

We must make certain assumptions in 

order to use ML - ARCH (Marquardt), 

which are typically referred to as the i.i.d. 

assumption. According to these 

assumptions, 

�x The data must be distributed 

independently. 

�x The data must be identically 

distributed.  

�x  The error term must be normally 

distributed. 

ANN  ANN �x As information enters the network 

through its input layer, it passes 

through its output layer.  

�x The input layer is the only way to 

provide input to the neural network. 

�x  There is no way to add information to 

the hidden layer of the neural network. 

SVM regression SVM SVMs are linear classifiers under two 

assumptions: 

�x  The margin should be large. 

�x  Data points that are more likely to be 

incorrectly classified are support 

vectors, which are the most useful. 

 

 

 






















































































