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Construction of Statistical Visual Descriptors for 
CBIR Exploiting Ti1nc-inho1nogeneous Markov 

Chain Model 

Abstract 

Markov stationary features (MSF) based on homogeneous Markov chain model for 

content-based image retrieval (CBIR) is getting popularity nowadays. It not only 

considers the distribution of colors that the histogram method does, but also 

characterizes the spatial co-occurrence of histogram patterns. However, handling a 

large scale database of images with large degree of heterogeneity, a simple MSF 

method is not sufficient to discriminate the images. The method does not capture 

sufficient spatial co-occurrence information as required for large databases. To 

overcome the shortcoming in this research, two extended methods namely multi-

channel nonhomogencous MSF (MCN-MSF) and multi-resolution 

nonhomogeneous MSF (MRN-MSF) based on original MSF are proposed. In both 

cases, the concept of nonhomogeneous Markov chain model is exploited to 

construct the features. For the first method, we incorporate spatial co-occurrence 

structures of different color channels of an image by applying the time 

inhomogeneous (nonhomogeneous) Markov chain model. For the second method, 

by exploiting the similar nonhomogeneous model, we incorporate the spatial co­

occu1Tence information more consistently by mapping the image with different 

resolution. Without compromising effectiveness and robustness, the methods 

proposed in this paper keeps the features level simplicity. Widely recognized 

WANGl000 and Corell0800 databases arc used to evaluate and compare the 
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performances of the proposed algorithms with the existing methods. The 

experimental results show that both methods significantly improve the 

performances compare to the existing methods. The results also prove that second 

method is more effective for large databases. 

Keywords: Markov stationary features, Multi-channel Nonhomogeneous MSF, 

Multi-resolution Nonhomogeneous MSF, Content-based Image retrieval. 
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Chapter 1 

Introduction 

Recent years have seen a rapid increase in the size of digital image collections 

together with the fast growth of the Internet. Digital images have found their way 

into many application areas, including Geographical Information System, Office 

Automation, Medical Imaging, Computer Aided Design, Computer Aided 

Manufacturing, Robotics, etc. There are currently billions of web pages available 

on the Internet using hundreds of millions (both still and moving) images. 

However, we cannot access or make use of the information in these huge image 

collections unless they are organized so as to allow efficient browsing, searching, 

and retrieval over all textual and image data. 

The straightforward solution to managing image databases is to use existing 

keyword or text-based techniques i.e., retrieving images by their textual labels 

or surrounding text. Due to the advances of textual information retrieval, text­

based image retrieval has been the most successful image retrieval strategy for 

decades. Text and alphanumeric symbols are used to describe images in the text­

based approach. The main advantage of this approach is the potential use of data 

modelling, multidimensional indexing and query evaluation methods, which 

have matured in the text-based databases. However, this retrieval paradigm is 

sufficient to meet most users' information needs if images are well-annotated by 

textual information. With the growing popularity of social networks, people are 

now generating and sharing image content at a much faster rate. Many of these 

images are without informative text annotations. Moreover, users are now able 

to easily snap anything they see by using their mobile devices; and they would 

like to use the images they snapped as queries to immediately search for relevant 

images. On the other hand, the rich content of images makes the annotation to 

be a conceptually difficult task. For example, describing a landscape or a country 

map by keywords is hard and underlying visual meaning could not be conveyed 
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completely. Besides, manual annotation is an exhausting and protracted task 

specifically in large-scale databases. Another problem is that, different people 

may perceive a speci fie image differently. Human perceptual judgment is 

essential for many applications and textual approaches may cause unexpected 

and unrecoverable mismatches in the final retrieval stage, because language 

mismatch can occur when the user and the domain expert use different keywords. 

If the image database is very large and to be shared globally, linguistic barriers 

will render the use of text-based approach impractical and ineffective. These 

difficulties have led the researchers to pay attention to an alternative approach 

[1-4], a fully automated Content-based Image Retrieval (CBIR). 

1.1 Research Background 

Images from database are indexed by summarizing their visual contents through 

automatically extracted quantities of features such as color, texture, shape and 

spatial relationship according to user's visual requirement. Color is one of the 

most flexible and reliable visual features used in image retrieval or other image 

classifications systems. The feature is almost independent of image size and 

orientation, which is robust to its background complication. 

Image histogram is widely used for visual representation for its robustness and 

simplicity to image variations. Histogram representations, e.g. , color histogram 

[5], histogram of Local binary patterns [6], and Bag-of-Words based on SIFT 

features [7], have been widely used in computer vision and multimedia 

communities for visual recognition, content based image retrieval, and video 

content analysis. The histogram describes the global visual content distribution in 

the image. These methods are based on first-order image global statistics. 

However, the histogram comparison saturates the discrimination when the 

database contains a large number of images. Thus, it was inevitable to integrate 

local spatial information of an image with its global image information. Layout 

histograms and multi-resolution histograms [8] are the pioneering attempts to 

incorporate spatial information for improving the discriminating capability of the 
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histogram features. In Coherence Vector method [9], proposed by G. Pass et al., 

the histogram bins are divided into two types: coherent and incoherent. According 

to [9], a bin is coherent if it belongs to large color region. Otherwise, the bin is 

incoherent. The coherence vector method shows better performance than 

histograms when the images in the database have mostly uniform colors and the 

image is texture dominated. Auto-correlogram method, introduced by Huang et 

al. [ 10-11 ], is used to characterize both the color distribution of image pixels and 

the spatial correlation of pairs of colors. Instead of the indirect use of spatial 

information, the auto-correlogram method encodes local spatial structure 

information directly into histograms. However, this method only take cares the 

information of within-histogram bins. An effective content-based image feature 

called Markov Stationary Feature (MSF) was introduced by Li et al. [ 12] for 

image representation. It characterizes the spatial co-occurrence of histogram 

patterns by Markov chain models. The methods are generally based on the 

second-order spatial co-occurrence statistics of histogram bins, and their 

effectiveness in characterizing spatial structure are still limited. 

1.2 Motivation 

In general , local spatial relationship modeling (in an image) is receiving more 

and more attention in the community of computer vision arena because of its 

wide prospective applications in image retrieval [13-15], classification [12], 

video analysis [ 16], etc. It has appealed an increasingly larger group of scholars 

to research on this topic. Specifically, the local spatial structure of an image 

encodes two aspects of information named local appearance and local geometric 

structure [ 1 7]. 

A number of state-of-the-art methods for the local spatial relationship modeling 

of an image considers co-occurrence matrix which is actually the co-occurrence 

properties of the image local features [ 14, 18, 19]. A co-occurrence matrix or co­

occurrence distribution is a matrix or distribution that is defined over an image 

to be the distribution of co-occurring values at a given offset. For visual 
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classification tasks, the co-occurrence matrix can measure the texture of the 

image by considering the image local features, e.g., intensity or grayscale values 

of the image [ 14] or various dimensions of color, as well as other local image 

features such as edges [ 19]. The original co-occurrence matrices are typically 

large and sparse, therefore, various algorithmic extensions and development 

have been proposed to get a more compact and useful set of features. Spatial co­

occurrence matrix based Markov chain model introduced by Li et al. [12] to 

encode the intra-histogram-bin and inter-histogram-bin relationships into 

histograms, where the initial and stationary distributions of the Markov chain 

model are combined to form the so-called Markov stationary features (MSF). 

The MSF approach achieves a more compact feature representation from the 

original image feature co-occurrences locally (i.e., pixel pairs) [ 18] for encoding 

local spatial infonnation in image classification jobs [ 12, 17]. 

Despite the successes of improving image discriminating power by the MSF 

approach, there are still many essential issues and problems unresolved in both 

theory and practice. The simple MSF may not be useful to model the local spatial 

information with more than two pixels (3rd-order or higher order moment of 

distribution) [17]. However, the higher-order spatial structure can convey much 

richer and more descriptive information which can be collected by exploiting the 

concept of nonhomogeneous Markov chain model. In this context, this paper 

proposes two extended MSF approaches based on the nonhomogeneous scheme 

to the cope the problems to some extent. 

1.3 Contribution 

The existing content-based image retrieval systems does not contain sufficient 

spatial co-occurrence structures to distinguish images fairly for a huge database 

with large number of categories and greater degree of heterogeneity. In this thesis 

we eliminate the limitations of the existing methods by introducing 

nonhomogeneous schemes. However, the contributions of these research is as 

follows: 
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i) We formulate the nonhomogeneous Markov chain models to collect 

significant amount of spatial information to improve the image 

classification performances. 

ii) Multi-channel nonhomogeneous MSF algorithm is proposed in which 

an image is mapped into a number of color channels. From the color 

channels the co-occurrence spatial information are collected and 

combined for the MCN-MSF. 

iii) Multi-resolution nonhomogeneous MSF algorithm is proposed to 

capture more consistent spatial information to distinguish the images of 

larger databases. 

1.4 Organization 

The organization of this thesis is as follows. Chapter 2 contains the introductory 

concepts of text-based and content-based image retrieval systems. We illustrate 

details about the components of CBIR systems. 

Chapter 3 illustrates the state-of-art formulation of Markov stationary features 

(MSF) based on homogeneous Markov chain model. Then nonhomogeneous 

scheme is introduced and formulate with all necessary mathematical derivations 

and examples. 

Chapter 4 describes the multi-channel nonhomogeneous MSF algorithm. This 

chapter contains key performance metrics including recall, precision and 

accuracy with proper mathematical notations to evaluate the performances of the 

proposed algorithm over the existing methods. The experimental results of the 

methods using two recognized databases named WANG l 000 and 

COREL 10800, and discussions are given with different figures and tables in the 

chapter. 
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Chapter 5 discuss the proposed multi-resolution nonhornogeneous MSF 

algorithm. The performances of the algorithm is evaluated with the same 

databases. The comparative results are given with a number of figures and tables. 

It also contains the summary of comparisons all methods including the proposed 

two algorithms. 

Chapter 6 contains concluding remarks with the direction of future works. 
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Chapter 2 

Brief Overview on Image Retrieval 

2.1 Introduction 

Since 1970s, both Database Management and Computer Vision community has 

been working on image retrieval from different perspectives [20]. While the 

former is interested in text-based image retrieval in which the retrieval system is 

performed by employing the information retrieval based on the surrounding text 

or annotation text of images, while the latter explores the content-based image 

retrieval in which the image is represented by its salient features depending on 

some representations of visual contents of images (such as color, texture shape, 

objects). Thanks to the maturity of textual information retrieval techniques, text­

based image retrieval has been well-studied, leading to several successful 

commercial systems like Google Images search. In this chapter, we summarize 

these two approaches by emphasizing the second one. 

2.2 Text-based Image Retrieval 

In text-based image retrieval (TBIR) systems, an operator, more specifically a 

human indexer, manually annotates each image in the collection by text. In other 

words, images are described as a set of keywords or free text [21]. Then, such 

annotations are stored in a traditional Database Management System (DBMS) 

[22, 23] . 

Generally, images are retrieved from DBMS by using conventional queries that 

are executed on exact or probabilistic match of the query text. Query text can be 

either a single keyword or a description of an object depicted in the image. The 

DBMS cannot retrieve the desired images, unless the images in the database are 
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correctly and sufficiently described. Retrieval performance is directly related to 

congruence between the vocabularies of the operator( s) and the user( s) of a TBIR 

system. 

2.2.1 Difficulties with TBIR 

TBIR has two main problems. The first problem emerges due to the human 

subjectivity on complex images. Since "a picture is worth a thousand words", it 

is not always possible to define or describe wide variety of images just by using 

some textual information. Also, different people or the same person in different 

situations describe or judge the same image differently, due to human perception 

subjectivity. Fig. 2.1 shows such subjectivity by example. Some people see a 

rabbit in Fig. 2.1.a while the others see a duck. Again, some people see nine 

human faces and a dog lying on street in front of a haunted house if they carefully 

examine the image in Fig. 2.1.b while the others see immediately an old bearded 

man with his hand resting on one flap of his jacket. 

Fig. 2.1. a) Rabbit or duck? b) Can you see 9 faces or an old bearded man with his 
hand resting on one flap of his _jacket? 

The second problem lies in the difficulty of manual indexing. Thanks to the 

advancement of mobile devices and internet, the number of images gets larger and the 

total amount of time spent in manual image annotation is increased. This results two 

congenital defects. The first defect is that images have to speak for themselves 

since the nature of image is beyond words. Compared to words, it is more 

inherent for users to express their intents by images. Of late, people are more 

willing to snap photos and search directly from mobile devices. This triggers the 
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demand of CBIR once again (see Fig. 2.2.a). The second defect is the prohibitive 

labor cost in obtaining accurate textual description for the vast amount of images. 

As illustrated in Fig. 2.2.b, unlike the previous decades when images on the Web 

were well-annotated by experts like news press or product vender, a large 

number of today's images are posted by casual users with little or no infmmative 

annotations. These two defects of text-based image retrieval prompts the 

emergence of CBIR as a key technology for image retrieval on the Web, 

especially in the social network and mobile search environment [24-25]. 

,.,/ . :~ c-. -~~~-~~ , : .. • i...:: . ' 
'\ --~ .. 

,,· 

( a ) 'I'he Pope inauguration in 2005 (left) a.n.d 2<.na (right) 

Anno1.ohon;Jondy and I woro oc tno b•nk• of 
Uio Su"MQapc,o Rlv.r. Hore. we viewed the 
Caven.:,gr, Brldg,e. 

~ -?~• -- .·-IEI· · . _..,_ 
~ \ . ~·,---~ar.::#J~::mi• 
~ ;J 

··~ 
.::!:,_ ,.,,__ ::: ~-;, 

Annotat~; k>I. ag 

(b) Surrounding t.ext of hnages about Caven.agh. Bridge o 
Siugapore R.iver posted in a BBS foru1.n in 1996 (left) nn< 
Fa.cebook in 2010 (right). 

Fig. 2.2. The development of the images on the Web: (a) The advances of mobile devices 
privilege us taking photos anywhere and anytime; (b) However, users are less 
cooperative to annotate images as before. Images are more difficult to be retrieved by 
the associated key words. 

Although a number of surveys about TBIR exist in the literature [22, 23, 26, 27, 

28], the most interesting remark was done by Berrut et al. [26]. Their survey 

found that despite the above difficulties and disadvantages, users of TBIR 

systems seemed generally satisfied with their system due to high expressive 

power of the keyword indexing [29]. 
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2.3 Content-Based Image Retrieval 

The content-based approach was proposed in the early l 990's and research 

interests in this area have grown rapidly. This approach represents a promising 

and cutting-edge technology to address the aforementioned difficulties. 

The earliest use of the term content-based image retrieval in the literature seems 

to have been by Kato [30]. In CBIR, images are indexed by their own visual 

contents such as color, texture, and shape. Visual contents are extracted from the 

images as automatically as possible [28]. Thus, CBIR systems have two main 

advantages over TBIR systems. First, they minimize the human effort. Second, 

due to reduced people intervention, subjectivity is also reduced. This feature 

makes CBIR systems more useful in many areas, such as search and browse large 

image collections. 

The fundamental idea of this approach is to generate automatically image 

descriptions directly from the image content by analyzing the content of the 

images. Given a query image, a content-based image retrieval system retrieves 

images from the image database which are similar to the query image. In a typical 

situation, all the images in the database are processed to extract the selected 

features that represent the contents of the images. This is usually done 

automatically once when the images are entered into the database. This process 

assigns to each image a set of identifying descriptors which will be used by the 

system later in the matching phase to retrieve relevant images. The descriptors 

are stored in the database, ideally in a data structure that allows efficient retrieval 

in the later phase. 

Next a query is posted in the matching phase. Using the same procedures that 

were applied to the image database the features for the query image are extracted. 

Image retrieval is then performed by a matching engine, which compares the 

features or the descriptors of the query image with those of the images in the 

database. The matching mechanism implements the retrieval model adopted 

according to the selected metric, or similarity measure. The images in the 

10 



database are then ranked according to their similarity with the query and the 

highest ranking images are retrieved . Efficiently describing the visual 

information of images and measuring the similarity between images described 

by such pre-computed features are the two important steps in content-based 

image retrieval. 

2.3.1 Applications of CBlR 

Detailed applications for CBIR technology can be found in [31]. Some of them 

are listed below: 

Web searching: A large number of digital images are accessed by the Internet 

users. CBIR systems can help the users to effectively find what they are looking 

for. 

Medical diagnosis: A large number of medical images have been stored by 

hospitals. Thus, CBIR systems can be used to aid diagnosis by identifying similar 

past cases. 

Journalism and advertising: Articles, photographs, videos of the newspapers, 

journals or televisions are queried by using CBIR systems. 

Military: Databases of all images in military applications; such as remotely 

sensed data, weapons, aircrafts, automatic target recognition, etc. 

Intellectual property: Most of the companies have their own trademark image. 

Whenever a new trademark image is to be registered, it must be compared with 

existing marks to eliminate duplications. 

Crime prevention: After a serious crime, law enforcement agencies search their 

archives for visual evidence. Such archives include photographs, fingerprints, 

shoeprints, and etc. of the past occasions. Thus, a CBIR system may help those 

agencies in finding related evidence. 

11 

AAJSHAHI UNIVERSITY LIBRARY 
DOCUMENTAT1()1\1 SECTION 
OOCUMEN1 1\10, D4 ';J 23 
DATE: 



2.3.2 Principle of CBIR 

Content-based retrieval uses the contents of images to represent and access the 

images. Atypical content-based retrieval system is divided into off-line feature 

extraction and online image retrieval [32]. A conceptual framework for content­

based image retrieval is illustrated in Fig. 2.3 . In off-line stage, the system 

automatically extracts visual attributes ( color, shape, texture, and spatial 

information) of each image in the database based on its pixel values and stores 

them in a different database within the system called a feature database. The 

feature data ( also known as image signature) for each of the visual attributes of 

each image is very much smaller in size compared to the image data, thus the 

feature database contains an abstraction ( compact form) of the images in the 

image database. One advantage of a signature over the original pixel values is 

the significant compression of image representation. However, a more important 

reason for using the signature is to gain an improved correlation between image 

representation and visual semantics [33]. 

OfT- liur F,•■IUtT E~tnu.-tiuu 

h,:,111r" 
.t.'-f' .) ('f !R" 

o---,..,~~~ ri:1- r,-h:io;•~rh 

l •irllfi1n-- lh-\C't·ip to,~i 

Fig. 2.3 A conceptual framework for context-based image retrieval 

In search of desired images in a CB[R system, users can submit a query example. 

With a feature vector, the system can represent this example. The similarities in 

terms of distances between the feature vectors of the query image and those in 
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the feature database are computed and then ranked. To provide an efficient way 

of searching in the database the retrieval system is usually conducted by using 

an indexing scheme. Finally, the CBIR system ranks the results and then returns 

the search results which are most similar to the query example. In the following 

section, we introduce these fundamental techniques for content-based image 

retrieval. 

2.3.2.l Visual Content Descriptors 

Image content may include both visual and semantic content. Visual content [34] 

can be very general or domain specific. General visual content include color, 

texture, shape, spatial relationship, etc. Domain specific visual content, like 

human faces, is application dependent and may involve domain knowledge. 

A visual content descriptor can be either global or local. A global descriptor uses 

the visual features of the whole image, whereas a local descriptor uses the visual 

features of regions or objects to describe the image content. Global features 

describe the image as a whole to generalize the entire object whereas the local 

features describe the image patches (key points in the image) of an object. These 

features include contour representations, shape descriptors, and texture features . 

Local features represent the texture in an image patch. SIFT, SURF, LBP are 

some examples of local descriptors. 

To obtain the local visual descriptors, an image is often divided into parts first. 

The simplest way of dividing an image is to use a partition, which cuts the image 

into tiles of equal size and shape. A simple partition does not generate 

perceptually meaningful regions but is a way of representing the global features 

of the image at a finer resolution. A better method is to divide the image into 

homogenous regions according to some criterion using region segmentation 

algorithms that have been extensively investigated in computer vision. 

Global features are based on configurations of spatial scales and are estimated 

without invoking segmentation or grouping operations. Shape Matrices, 

Invariant Moments (Hu, Zerinke), Histogram Oriented Gradients (HOG) and 
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Co-HOG are some typical examples of global descriptors that provide clues to 

image retrieval. 

Semantic content in content-based image retrieval is obtained either by textual 

annotation or by complex inference procedures based on visual content. This 

chapter concentrates on general visual contents descriptions, especially on 

spatial relationships. 

Regions or objects with similar color and texture properties can be easily 

distinguish by imposing spatial constraints. For instance, regions of blue sky and 

ocean may have similar color histograms, but their spatial locations in images 

are different. Therefore, the spatial location of regions (or objects) in an image 

is very useful for searching images [35-36]. 

2.3.2.2 Similarity Measures and Indexing Schemes 

Similarity between images can be defined by image features such as color, 

texture, or shape, and on the composition of these features in an image. The 

discrepancy between the semantic query that the user has in mind and the 

syntactic features used to describe it makes it hard both for the user to specify 

the query, and for the system to return the correct images. Until semantic image 

interpretation can be done automatically, image retrieval systems cannot be 

expected to find the correct images. Instead, they should strive for a significant 

reduction in the number of images that the user needs to consider, and provide 

tools to view these images quickly and efficiently. 

CBIR finds visual similarities between a user's query and images in a database 

rather than exact matching (i.e. semantic). Therefore, the retrieval result is not a 

single image but a number of images that are ranked by their similarities with 

the user's query. There are several similarity/distance measures have been 

developed in recent years depending on experiments and distribution of features. 

The measures (similarity/dissimilarity) affect the performances of an image 

retrieval system remarkably. Some of the commonly used similarity measures 

are introduced [37] here, where D (I, J) is denoted as the distance measure 
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between the user's query I and the image J in the database; and fi (I) as the 

number of pixels in bin i of I. 

Minkowski-form distance 

If each dimension of image feature vector is independent of each other and is of 

equal importance, the Minkowski-form distance [38] is appropriate for 

calculating the distance between two images. This distance is defined based on 

the LP norm as: 

(2.1) 

Histogram intersection 

The Histogram intersection is used by Swain and Ballard [39] to compute the 

similarity between color images. The intersection of the two histograms ofl and 

J is defined as: 

"· min (/. }·) d (I }) = l - .L.t l• l 

H ' Li kt . 
(2.2) 

It is attractive because of its ability to handle partial matches when the area of 

one 

histogram (the sum over all the bins) is smaller than that of the other. It is shown 

in [37] that when the areas of the two histograms are equal, the histogram 

intersection 

is equivalent to the (normalized) L1 distance. 

Mahalanobis Distance 

The Mahalanobis distance metric [37-38] is appropriate when each dimension of 

image 

feature vector is dependent of each other and is of different importance. It is 

defined 

as: 
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(2.3) 

where Fi and F1 are the features of query and database images, respectively, and 

C is the covariance matrix of the feature vectors. 

Kullback-Leibler divergence and Jeffrey divergence 

The Kullback-Leibler (K-L) divergence [40] is defined as: 

~ /. 
dKL (/,]) = L._/ilog ...!:... 

i h 
(2.4) 

From the point of view of theory of information, the equation (2.4) measures 

how inefficient on average it would be to code one histogram using the other as 

the code-book. 

Chi-square statistics 

The Chi-square statistics is often used in computer vision to compute distances 

between some bag-of-visual-word representations of images. It is defined as 

(2.5) 

where mi = Ii+li_ This quantity measures how unlikely it is that one distribution 
2 

was drawn from the population represented by the other. 

2.3.2.3 Performance Evaluation Measures 

Measurement is being described [ 41] as a way of determining effectiveness 

among various systems. In our context, the main purpose of performance 

measurement is a 

means of comparison between various systems. More specifically, the evaluation 

measure works as a simulation of an operational setting to which the system may 

be deployed. There are different types of measures with different priorities in the 

simulation of the operational setting. The types of performance measures are 

precision, recall, accuracy, precision-recall, average precision, average recall, 

mean average precision, mean average recall, and so on. Among them the first 
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three are basic metrics and the rest of the measures are just derived from the three 

basic metrics. 

The principal quality of a CBIR system is its search effectiveness. This 

is an assessment of a number of relevant images which are retrieved by a selected 

query. 

In the first era of retrieval system, the system partitioned the collection of images 

into two sets, those images that were retrieved by a user' s query and those that 

were not. Combining the sets from a test collection of the relevant documents to 

queries, the contingency table can be created as shown in the following table. 

Table 2.1: A 3X3 Contingency Table 

Relevant/ Actual Non-Relevant Total Observation 

(A+C) (B+D) (A+B+C+D) 

True Positive False Positive Retrieved/Predicted 

(A) (B) (A+B) 

False Negative True Negative Non-Retrieved 

(C) (D) (C+D) 

Precision (P), recall (R) and accuracy (Ac) are defined as: 

A 
p =A+ B' (2.6) 

A 
R=--

A + C' 

A+D 
Ac=-----. 

A+B+C+D 

(2.7) 

(2.8) 

Precision assesses the fraction of retrieved documents that are relevant. In other 

words, precision assesses the proportion of correct positive classification from 

the positive predicted (i.e. retrieved) class. 
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Recall assesses the fraction of relevant documents retrieved. In other words, 

recall assesses the proportion of correct positive classification from the actually 

positive (i.e. relevant) class. 

Accuracy assesses the proportion of correct classification (i.e. true positive and 

negative) from the overall documents. 

18 



Chapter 3 

Markov Stationary Features Revisited 

3.1 Introduction 

Markov stationary features (MSF) is a general framework that basically extends 

the primitive histogram based image features characterizing the spatial co­

occurrence of histogram patterns by Markov chain models. The Markov chain 

models can give us a deeper understanding about the content based visual 

features. These models also provide a powerful tool to investigate theoretical 

results, such as the uniqueness and convergence of stationary visual features. 

Before going to discuss about Markov chain related MSF feature, it will be 

logical to discuss briefly about Markov chain model. In this chapter initially, we 

derive time homogeneous model of Markov chains. Then we will switch to time 

inhomogeneous model of Markov chains. We focus on a special class of Markov 

chains, namely regular Markov chain over a finite set of states. 

3.2 Markov Chain Model 

In probability theory, a Markov model is a stochastic model used to model 

randomly changing systems through time [ 42]. The simplest Markov model is 

the Markov chain. It is assumed that future states depend only on the current 

state, not on the events that occurred before it. 

When the outcome of a given experiment in a randomly changing systems affect 

the outcome of the next experiment, the process is called a Markov chain. The 

term "Markov chain" refers to the sequence of random variables such a process 

moves through, with the Markov property defining serial dependence only 

19 



between adjacent periods (as in a "chain"). It can thus be used for describing 

systems that follow a chain of linked events, where what happens next depends 

only on the current state of the system [ 42]. 

Pictorially, shown in Fig. 3.1, a Markov chain can be illustrated by means of a 

state transition diagram, which is a diagram showing all the states and transition 

probabilities [43]. 
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Fig. 3.1. A Markov chain's: a) State transition diagram and b) Transition 
probability 

3.2.1 Characteristics of Markov Chain 

The Markov chain process is characterized by a state space, a transition matrix 

describing the probabilities of particular transitions, and an initial state ( or 

initial distribution) across the state space. By convention, we assume all 

possible states and transitions have been included in the definition of the 

process, so there is always a next state, and the process does not terminate [44]. 

The changes of state of the system are called transitions. The probabilities 

associated with various state changes are called transition probabilities. 

In a mathematical point of view, let us consider, a sequence of random observed 

process (X1,X2, ... ) related with finite state space, S = {s11 s2, ... ,sK}, the 

Markov chain can be defined formally as, 

Pr[Xt+il X1 ... Xt] = Pr[Xt+1I Xt], that is, Xt+i the state of the system at time 

t+ I depends only on the state of the system at t. Thus, Markov process must 
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possess a property that is usually characterized as "memory less", also known as 

the Markov property: to make the best possible prediction of what happens 

"tomorrow" (time n+ I), we only need to consider what happens " today" (time 

n), as the "past" (times 0, ... , n-1) give no additional useful information. 

3.2.1.1 Transition Matrix 

If the conditional probabilities are well defined, i.e. if Pr[X1 . .. Xt] > 0, then, 

the possible values taken by the random variable Xi form a countable set S called 

the state space of the chain. The probability, Pr[Xt+l I Xt] is known as transition 

probability and the Markov chain can be modeled as a probability transition 

matrix, simply transition matrix. For the sake of notational simplicity, say the 

conditional probability of moving from i (i.e. Xt) toj (i.e. Xt+ 1 ) in one time step 

is Pr[Xt+i I Xt]=Pr (iii) =pij , the transition matrix Pis given by using Pij as the 

i throw and /hcolumn element, e.g., 

pl I Pu. ... pl . 
,! 

.. . l\K 

l\1 Pv. ... P, . 
- ,! 

.. . p 
l,K (3.1) 

p = 
l\ 1 I' ') p p ... ... I( ,,_ 1,/ I , 

p 
K. 1 p K,2 ... /\ . ., ... PKK 

3.2.1.2 Properties of Transition Matrix 

Any transition matrix P must satisfy the conditions below. Conversely, any 

IKlxlKI matrix that satisfies these conditions can be interpreted as a Markov chain 

transition matrix: 

Pij > 0 for all i,j E {1, ... ,K} and 

K 

LPij = lforalli E {l, ... ,K} 
j= l 
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3.2.1.3 Initial Distribution 

Besides the state space and transition matrix, the Markov chain has another 

characteristic, namely the initial distribution, which tells us how the Markov 

chain starts. This is the probability distribution of the Markov chain at time 0. 

The initial distribution is represented as a row vectorµ C0) given by 

Sinceµ C0)represents a probability distribution, we have 

K 

Iµ[O) = 1. 

i=l 

· 3.2.2 Chapman-Kolmogorov Equation ,. 

(3.4) 

(3.5) 

When the probability distribution on the state space of a Markov chain is discrete 

and the Markov chain is homogeneous, the Chapman-Kolmogorov [47] 

equations can be expressed in terms of matrix multiplication. 

For a Markov chain (X1,X2,- .. ) with state space {si, s2 , ... , sK }, and once we 

know the initial distribution µC0) and the transition matrix P, we can compute all 

the distributions µCl), µC2) ... at times I, 2 ... respectively, of the Markov chain, 

by the following equation: 

(3.6) 

where pn is for the nth power of the matrix P, that means, the result is· simply a 

matter of matrix multiplication. By the induction hypothesis, we have 

µCm+l) = µCm) p = µCD) pmp =µCD) pm+l
1 (3.7) 
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what suggest that the state distribution of the Markov chain at time m+ I can be 

obtained by simply multiplication of initial distribution and the (m + l)eh power 

of the transition matrix. And by this way, we have 

pm+n = pmpn_ (3.8) 

Here, the equation (3 .8) is known as Chapman-Kolmogorov equation. 

3.2.3 Stationary Distribution 

Perhaps, the most important feature of Markov chain is its stationary 

distribution, the marginal distribution of all states at any time will always be the 

stationary distribution. Assuming irreducibility, the stationary distribution is 

always unique if it exists, and its existence can be implied by positive recurrence 

of all states. The stationary distribution has the interpretation of the limiting 

distribution when the chain is ergodic. 

A Markov process {Xe: t ~ O} is stationary if the joint distribution of 

(Xi, X2 , ... Xe) is the same as the joint distribution of (X1+m, X2+m, ... Xe+m) , 

where m > 0. For a Markov chain with finite state space S = {s1 , s 2, .. . , sK} and 

transition matrix P, a row vector rr = (rr1, rr2, ... , rrK) is said to be stationary, if 

it satisfies, 

(i) rri > 0 for i = l, ... , K, and Ii1 rri = 1 , means that rr should 

describe a probability distribution on (s1 , s 2 , . . . , sK}, and 

(ii) rrP = rr, meaning that Ii1 rriPi,j = rrj , for j = 1, ... , K, implies 

that if the initial distribution µC0) = rr, then the state distribution µCl) 

of the chain at time I satisfies, µ (l) = µ Co) P = rrP = rr, and, 

iteratively we see that µCn) = rr for every n. 

Thus, according to Chapman-Kolmogorov equation (3.8), we have, rr = rrP = 
... = rrPn . Hence, stationary distribution is also known as invariant distribution 

of a Markov chain. 
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To get an invariant distribution, it has to be evidence of the existence, uniqueness 

and convergence of any Markov chain. Otherwise, the chain will amount to be 

trivial. Hence, a Markov chain can have a stationary distribution if the Markov 

chain is nontrivial. For a Markov chain to be nontrivial, the chain should be 

regular. The transition matrix of a regular Markov chain should satisfy two 

conditions: irreducibility and aperiodicity. In other words, any irreducible and 

aperiodic Markov chain has exactly one stationary distribution. Hence, 

irreducibility and aperiodicity are the central importance in our study of 

stationary distributions. 

3.2.3.1 Irreducibility, Periodicity, and Recurrence 

A Markov chain (X1,X2, ... ) with state space S = {si, s2, ••• , sK) and transition 

matrix P, is said to be irreducible if for all si, si ES we have that ~i H sj . In 

other words, a state si communicates with another state sj , if the chain has the 

positive probability of ever reaching sj when we start from si. Mathematically, 

si communicates with sj if there exists an n such that [45]. 

(3.9) 

Since the states si and sj communicate each other, they also knows as recurrent 

states. A state sj being recurrent means it will be visited over and over again, an 

infinite number of times. For an irreducible Markov chain, if all states are 

recurrent, then we say that the Markov chain is positive recurrent, otherwise the 

chain is transient (i.e. not over and over again) or null recurrent (i.e. never). 

More specifically, with a finite state space, an irreducible Markov chain is 

always positive recurrent, that is, each state Sj will be visited infinitely many 

times, regardless of the initial state X1 = si. 

However, a positive recurrent Markov chain can be either periodic or aperiodic. 

A Markov chain to be periodic if at least one state is existed where the process 

will return periodically with a fixed step. The chain (mainly for irreducible chain) 
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is said to be aperiodic if all of its states are aperiodic. For a finite set { a 1, a 2, ... } 

of positive integers, we write gcd{ av a 2 , ••• } for the greatest common divisor of 

av a2 , • ••. The period d(si) of a state si ES is defined as 

(3.10) 

In words, the period of si is the greatest common divisor of the set of times that 

the chain can return (i.e., has positive probability of returning) to si, given that 

we start with X0 = si. If d(sJ = 1, then we say that the state si is aperiodic, 

means the chain is aperiodic. However, for an irreducible Markov chain it is 

necessary to have only one aperiodic state to imply all states are aperiodic. 

3.2.3.2 Convergence to a Stationary State 

For an irreducible Markov chain [44] it is necessary to have only one aperiodic 

state to imply all states are aperiodic. In a nutshell, a Markov will be regular [ 12] 

if the chain with positive recurrent is irreducible and it will have exactly one 

stationary distribution. That is, the regular chain has a unique stationary 

distribution rr, and the distribution µ (n) of the chain at time n approaches rr 

as n ➔ oo, regardless of the initial distribution µC0
). For more simplicity, with a 

regular Markov chain we have 

lim pn = rr, 
n-->oo 

(3.11) 

where all the rows rr of the matrix lfil are same and strictly positive which 

satisfies rrP = P. In other words, a regular Markov chain converges to 11 directly 

via the equation (3 .11 ), if and only if the chain is aperiodic. 

For a quantized image, the state space (i.e. color space) is definitely finite. As 

every pixel of an image is surrounded in connection by adjacent pixels (i.e. there 

is no isolated pixel), the Markov chain of this state space is obviously irreducible. 

However, the important question is that whether the Markov chain is positive 

recurrent in other words aperiodic. That is, we cannot insure the chain is regular. 
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If the Markov chain is irregular, the n-th step transition matrix pnmaybe 

periodic, i.e. after every r-th steps, pn+r = pn. Thus, the convergence of the 

equation (3.11) to the stationary distribution n does not hold, hence the equation 

is useless. Therefore, we should explore another way to solve the general case of 

Markov chain which also includes the irregular one (i.e. not regular) containing 

the periodicity problem. 

In computing stationary probability (i.e. distribution, one can resort to the 

fundamental limit theorem of a Markov chain [ 46] to get rid of the periodicity of 

the chain. For a transition matrix P, the periodic chain can be handled with 

following averaging formula 

n 

A= lim-
1
-~pn_ 

n-HX)n + 1L 
0 

(3.12) 

Here, P0 is zero a matrix and each row of the resultant matrix in the equation 

(3.12) is the required stationary distribution [ 12]. 

3.3 Markov Stationary Feature for Homogeneous 

Scheme 

The MSF extends the histogram features by characterizing the spatial co­

occurrence of histogram patterns utilizing the Markov chain models. It improves 

the distinguishable capability of histogram to the extra-bin distinguishable level. 

The MSF exploits co-occurrence matrix what is constructed directly from image 

contents by accumulating spatial co-occurrence of colors among the 

neighborhood pixels. 

Suppose, an image I is quantized into K levels, thus the set of histogram bins of 

the image is S = {s1 ,s2 , ... ,sd. The co-occurrence matrix containing spatial 

information is defined as C = { ciJ }Eiffi.KxK with each element 

(3.13) 
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where d indicates L1 distance between two (adjacent if d=l , that is in our case) 

pixels x1 and x2 . Each element Ctj accumulates the number of co-occurrence for 

bin St and sj. When the patterns si and sj have large spatial co-occurrence, the 

possibility that si transit to sj is high. Note here the co-occurrence matrix C is a 

nonnegative symmetric matrix and can be interpreted from a statistical view [12). 

Markov chain model is adopted to characterize the spatial relationship of 

histogram bins, which treats bins as states in that model. The transition matrix, 

essential component of the chain, is statistically derived from the spatial co­

occurrence matrix, defined as P = [Pij] E JRZKxK, where 

Pij 

(3.14) 

Here, the Pij is precisely the (ij) th element of the transition matrix P. 

It can be noted that, every individual image can be represented by a Markov 

chain what is modeled as an individual transition matrix. Thus, comparing two 

Markov chains (i.e. two images) corresponds to the comparing two transition 

matrices. However, the transition matrix is space expensive because it requires 

M (K2) spaces for K states i.e. bins. At the same time, time complexity of 

comparing two transition matrices is O (K2
) what is impractical for a large image 

database. Thus, it is desirable to build up a compact yet robust feature 

representation from the transition matrix rather than to become the required 

feature itself (i.e. the full transition matrix). 

It said to be consistent to find the expected (unique) stationary distribution 

applying the equation (3 .12) in which the Markov chain may be regular or 

irregular. To reduce the time complexity of computing A, it is desirable to limit 

the parameter n (e.g. n<50). By definition, it is provided that each row of the 

matrix A will be same for the sake of the uniqueness of stationary distribution. 

However, in practice, the uniqueness of the rows of matrix A may not be the case 
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due to small n. Therefore, to mitigate the approximation error due to small n, it 

is a good idea to average the rows of the matrix A further as below 

K 

1~-• -, ➔ T 
TC ~ KL ai, where A = [a11 ... , aK] . (3.15) 

i=l 

However, in order to be well-defined Markov chain, there must have an initial 

distribution n(O) = µCo) . It is also noted from the extension theorem by Tulcea 

[ 48-49] that a Markov chain is uniquely represented by its transition matrix and 

initial distribution. In practice, it is reasonable to incorporate the intra-bin 

transition of an image colors which is essentially the initial distribution of our 

MSF feature. The initial distribution can be computed directly from the co­

occurrence matrix, say C, defined as 

(3.16) 

After computing the initial distribution and stationary distributions, the required 

MSF is defined as the combination of the initial distribution n(O) (i.e. auto­

correlogram) and the stationary distribution n as 

_, T 
hMsF = [n(O), n] . (3.17) 

3.4 Non-homogeneous Markov Chain Scheme 

With a finite state space, if a Markov chain has only one transition matrix (i .e. 

having stationary transition probabilities), then the chain is called time 

homogeneous or simply homogeneous Markov chain [44] . So far we have 

discussed the homogeneous Markov chain where the transition matrix is P, 

which was stationary in time. With an initial distribution µC0), already we have 

shown previous section, the distribution of the chain at n time is 

µCn) = µCO) pn and 

where n = l + m. 

pn = pl+m = plpm 
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With a finite state space, if a Markov chain has m different transition matrices 

Pi, Pz, ... , Pm then it is called time inhomogeneous or simply non-homogeneous 

Markov chain. For any m, we have 

(m) _ (O)p p n 
µ - µ 1· z ··· · •m· (3.19) 

The existence of unique stationary distribution in non-homogeneous Markov 

chain depends on the two issues namely merging (total variation) and stability of 

the transition probabilities of the chain. By combining them transition matrices 

by the following way, we can merge the total variation as 

(3.20) 

Thus we have,µ (m) = µ (o) pm, whereµ Cm) is a state distribution at time m. If all 

the transition matrices of the Markov chains are irreducible, and the sizes of the 

state spaces are same, then stability of the chain is not a question at all (in our 

case). If the sizes of state spaces are different, say q is for P1 and r is for P2 , then 

the one way to ensure the stability is 

(3.21) 

That is, before multiplying, the transition matrices should be sorted first m 

ascending order considering their sizes. Then, the transition matrices of small 

sizes are to be modified according to the size of the largest matrix. To do so, the 

additional rows should be added to the smaller matrices without violating the 

basic properties of transition probability (described in Section 3.2.1.2), where 

the numerical elements of a row should be distributed uniformly. As a result, the 

modified matrices turns into rectangle matrices which should be square again, 

because by definition the transition matrices are always square matrices. To 

solve the problem, extra columns are to be added to the rectangle matrices with 

padding zeros. As an example, say two transition matrices of different sizes are 

p = (· 75 
1 

. 25 
.25 ( ·

4 

. 75), and P2 = :!5 
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. 3 
. 25 
0 

.3) 

. 5 . 

.6 
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Hence, the smaller matrix P1 should be turned into 

(

. 75 . 25 
P1 = . 25 . 75 

. 5 .5 
(3.23) 

And then apply the equation (3 .21) on the resultant matrices maintaining the 

sorted order. Thus, we have 

(

. 75 
P2 = . 25 

. 5 

.25 

.75 
. 5 

.3 
.25 
0 

.3) .5 . 

.6 
(3.24) 

After combining all the transition matrices (i.e. merging the total variation with 

stability), the rest of the process of finding stationary distribution rr of the non­

homogeneous Markov chain is similar to the homogeneous one. Thus, the 

relation of homogeneous and non-homogeneous chain can be established via 

µ (n) = µ (m) pn-m, where n » m. (3.25) 
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Chapter 4 

Image Retrieval Using Multi-channel 

Nonhomogeneous MSF 

4.1 Introduction 

In the original MSF scheme, pixels of an image (with K level quantization) in all 

directions (i.e. 8-neighborhood) are counted to generate a single dimensional co­

occurrence matrix (K-by-K in size). The two components (i.e. initial and 

stationary distribution) of the MSF are then derived based on the co-occurrence 

matrix. Practically, the MSF shows better retrieval performance on a large scale 

image database ranging from homogeneity to limited heterogeneity of image 

storages. However, when the underlying image database contains moderate or 

higher degree heterogeneous images (i.e. histogram-level distinguishable, inter­

bin distinguishable, extra-bin distinguishable and histogram undistinguishable 

images with different size, orientation, color and light condition) the single 

dimensional MSF method does not show the desirable performance. This is 

because, with an original MSF, it is possible to capture only limited (i.e. up to 

2nd-order) spatial information that is not sufficient to discriminate the images 

accurately. To overcome the difficulties, we have introduced here the time 

inhomogeneous Markov chain model that can capture higher-order spatial 

information. We have demonstrated the model with two different schemes of 

image descriptors discussed in this current and next chapters. 

In this chapter, we have discussed the implementation of the proposed extended 

Markov chain model for content based image retrieval. We have applied the 

method to construct multi-channel nonhomogeneous (i.e. time inhomogeneous) 

MSF (MCN-MSF) feature for the image retrieval. 

A channel in a digital image is the grayscale image of the same size as a color 

image, made of just one of these primary colors. In a RGB color model, for 
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example, each pixel of an image has a red, green and blue components which are 

referred to as channels. Note that, a grayscale image is just a single-channel 

image. Among several color models, we have used the HSY color model in 

which the three components 1-1, S, and Y represent three different channels. The 

transition matrices are computed for each of the channels. These three matrices 

are combined using the time inhomogeneous Markov chain model. Here, the 

sizes of the matrices are unique. The demonstration of the proposed method with 

different sizes of transition matrices will be discussed in the next chapter. 

. 4.2 HSV Color Space 

Among several color models, perhaps HSY is the most prominent color space 

for low level image processing. For instance, using HSY color space, the CBIR 

system results in better agreement with color perception than using RGB. This 

is because RGB is not perceptually uniform; thereby the small perceptual 

differences between some pairs of colors are equivalent to larger perceptual 

differences in other pairs. Therefore, it is fair to convert the RGB images in the 

database to corresponding HSY images before any computation. 

In HSY model , the luminance (i.e. brightness) component of a color pixel is 

separated from its chrominance components (i. e. Hue and Saturation). Hue 

represents the attribute that describes pure color. "Hue" slightly differs from 

"color" because a color can have saturation or brightness as well as hue. Hue is 

perceived with the incident of sufficient i.llumination of light containing single 

wavelength. Saturation is the colorfulness of a color (hue) relative to its own 

brightness. A pure color is fully saturated which is diluted by mixing of white 

light. Brightness is an attribute of visual perception in which a source appears to 

reflecting light. In other words, brightness is the perception elicited by the 

luminance of a visual target. Actually, the colorfulness is a function of brightness 

and saturation. More specifically, the brightness is the perceived intensity of a 

light whereas saturation is the relative color intensity of a light. ln our literature, 
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the term hue, saturation and brightness are treated separately to compute the 

individual transition matrices. 

4.3 The Proposed Algorithm 

4.3.1 MCN-MSF Feature Extraction 

The existing schemes related to the spatial co-occurrence of information are 

based on color (e.g. hue) [50-52], intensity (e.g. brightness or saturation) [53] or 

both [54-55]. In the color and intensity based method, the color and intensity of 

an image are treated alone or at most separately, and the individual features are 

then concatenated. Thereby the size of the resultant feature space is usually 

grown geometrically with very limited spatial co-occurrence information. While 

the feature spaces are giant, the local variations of some color components ( e.g. 

Sand Y for HSY) of an image are still ignored. This paper proposes MCN-MSF 

technique which is essentially a generalization of color MSF (i.e. regarding hue) 

and grayscale MSF (i.e. regarding brightness and saturation) in which the 

contribution of both color and intensity is recognized. This integrated approach 

extracts the features capturing the spatial co-occurrence of histogram patterns of 

color as well as intensity around every pixel of an image using the HSY color 

space. To do so, some of the useful properties of HSY color space (discussed 

earlier) are utilized. The main advantage of our proposed technique, in contrast 

to the other schemes, is that, the color and intensity variations are contained in a 

single resultant feature. Thereby, the compactness of the feature space dimension 

can be assured without compromising robustness and efficiency. 

The fig. 4.1 shows the block diagram of the proposed method. In our algorithm, 

at first the RGB image is converted into HSY image. The individual H, S, Y 

images ( channels) are then quantized into K levels, where H represents color (i.e. 

hue) information, S represents saturation of the color and Y represent intensity 

of the color. Three individual co-occurrence matrices (that 1s, 

C1, C2, and C3,respectively) are counted from the corresponding I-I, S, Y images 
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using the equation (3 .14) among the neighborhood pixels (i.e., d = 1). Equation 

(3.14) 1s then used to compute three corresponding transition 

matrices P1 , P2 and P3 . Using the three transition matrices, the unique 

composite transition matrix pl is then calculated exploiting the idea of non­

homogeneous Markov chain model explained in Chapter 3. This composite 

transition matrix plis similar to the targeted transition matrix P of homogeneous 

Markov chain for finding the required unique stationary distribution. Finally, 

equation (3 . 15) is applied to compute the desired stationary distribution Tr. 

The resultant vector rr is the required stationary distribution that encodes the 

extra-bin transitions of three channels of the image that is the first part of our 

concerned MCN-MSF feature. The other part of the MCN-MSF is initial 

distribution n(O) which is computed by the equation (3.16), as shown in the Fig. 

4.1. 

M11/ti•chr11111e/ 
Images 

Hue Co·occurrence Transition 

(H) Matrix (Cd Matrix (P1) 

C: 
0 

·;; ., 
.... 

Saturation Co·occurrence Transition ·;; 
C: 

(SJ Matrix (C2 ) Matrix (P2 ) ., 
::, 

0 

Value Co-occurrence 
(V) Matrix (C3 ) 

RGB to HSV 
Retrieval Similarity 

\_____~__/' Measure 

Fig. 4.1 Block diagram for MCN-MSF Method 

Initial 
Distribution rr(O) 

Feature Space 
MCN·MSF 

4.3.2 Similarity Measurement and Image Retrieval 

We assume that no textual captions or other manual annotations of the images 

are given. Therefore, the proper representation of the visual features of an image 

will be the proper description of the image content, such as MCN-MSF. In order 

to find images in an image retrieval system that are visually similar to the given 
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query a measure is required. The measure determines how similar or dissimilar 

[37] the different images are from the query. For matching between the MCN­

MSF features of the query and database images the well-known 

distance/similarity measures such as Euclidean distance, Mahalanobis distance, 

Chi square distance etc. can be used. In the previous section we have seen that, 

each MCN-MSF feature contains two K dimensional vectors where each vector 

is treated as a histogram due to the non-negative nature of its elements. Hence 

we apply Chi square distance ( equation (2.5)) in our algorithm. For two 

histograms hq and hd of the images Iq and Id, respectively, the chi square 

distance can be defined as: 

(4.1) 

The above distance formula is used to compute the differences between the query 

image and database images for both the initial and stationary distribution 

individually. These two distances are combined to find the aggregated distance. 

The aggregated distance is computed using weighted summation of the two 

distances. The aggregated distances for all the database images are then stored 

in an array with ascending order. Theoretically, the image that corresponds to 

the first element of the array indicates the most similar and highest ranked image. 

Similarly image that corresponds the last element of the array indicates the least 

similar and lowest ranked image of the database. Then required number of 

images from the sorted array is selected (top matched) for image retrieval. The 

performance of the proposed method is evaluated using the following 

performance metrics. 

4.4 Performance Metrics 

The general performance of histogram, Color Auto Correlogram (CAC), original 

MSF with our proposed MCN-MSF method regarding image retrieval system is 
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measured in terms of average, mean average and total average ofrecall, precision 

and accuracy which are described in below. 

4.4.1 Average Recall 

Recall for the first n retrieved images is defined as 

n 

R(Iq, n, G) =: I [r (!Ut),f(lq)) I Rank( lq, It)< n], (4.2) 
G t=l 

where, 

y (!Ut),{(Iq)) = fl if !Ut) = t(i~), 
lo Otherwise 

and f(I) stands for the category of image I, Rank( lq, It) returns the rank of 

image It according to the similarity metric for query image lq, and Ne indicates 

the number of relevant images of a G category in the database DB. 

We defined average recall for the k-th category of the image database are 

given by 

NkG 

k - 1 ~ 
Rav(n) - NL R(li, n, k)ln<IDBI • 

kG t=l 

(4.3) 

where, Nkc indicates the number of relevant images of G category in the 

database DB. 

Mean Average Recall (MAR) for M randomly selected queries from database 

image, is defined by 

!Ml 

MAR(n) = l~I I R(lt, n, kt)ln<IDBI. 
t=l 

(4.4) 

Total average recall (TAR) for the entire image database is defined by 

IDBI 

TAR(n) = 10
1

81 I R(lt,n,kt)ln<IDBI• 
t = l 

(4.5) 

where kt indicates the kth category where It image belongs to. 
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4.4.2 Average Precision 

Suppose, n indicates the number of retrieved (top matched) images by a system 

then Precision is defined as 

n 

P(tq, n) = ~ L [r (!Ui),[(!q)) I Rank( Iq, 1a ~ n]. ( 4.6) 
i=l 

It should be noted from the equations (recall and precision), the number of 

retrieved documents should be different with the number of relevant 

documents. Again, it should be careful that the number of retrieved documents 

must be less than number of relevant documents, otherwise false positive 

results would be accumulated by the growing number of retrieved documents. 

We defined average precision for the kth category of the image database are 

given by 

NkG 

k - 1 ~ Pav(n) - NL P(li, n) ln<IDBI • 
kG i=l 

(4.7) 

Where, Nkc indicates the number of relevant images of a G category in the 

database DB. 

Mean Average Precision (MAP) for M randomly selected queries from 

database image, is defined by 

IMI 

MAP(n) = 
1
!

1 
I P(li, n)ln<IDBI . 
t=l 

(4.8) 

Total average precision (TAP) for the entire image database is defined by 

IDBI 

TAP(n)-:-- IDlBI I P(li,n)ln<IDBI· 
t=l 

(4.9) 
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4.4.3 Average Accuracies 

Accuracy for the first n retrieved images is defined as 

IDBI 

A(Iq, n) = IDlBI I [{r (t(h),[(Iq)) I Rank( Iq, 1a ~ n} 
L==l 

u {o(fUJ,f(Iq)) I Rank(Iq, 1a > n}], ( 4.10) 

where, 

o (rCIJ, r(1q)) = {01 if f(IJ * r(Iq) 
Otherwise 

Mean Average Accuracy (MAA) for M randomly selected queries from the 

database is defined as 

IMI 

MAA(n) = l:I_LA(/i,n)ln<IDBI· 
t=l 

(4.11) 

Total average accuracy (TAA) for the entire image database is defined by 

IDBI 

TAA(n) = IDlBI _L A(li,n)ln<IDBI· 
t== 1 

( 4.12) 

4.5 Experiment and Discussion 

The Multi-channel Nonhomogeneous Markov Stationary Feature (MCN-MSF) 

can be exploited in the various fields of image processing and pattern recognition 

problems. Here, content-based image retrieval application is regarded as a field 

of study to evaluate the effectiveness of the MCN-MSF features. The whole 

evaluation process followed the diagram illustrated in Fig. 4.1. 

In this paper, we use two different worldwide recognized databases namely: 

WANGlO00 (also known as CORELll000) and COREL10800 for our 
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experiments. The databases contain large number of images in various conditions 

and types ranging from animals and outdoor sports to natural images. Because 

of the heterogeneity of size, orientation, color and lighting, it is axiomatic that 

the Corel databases meet all the requirements to evaluate the performance of any 

CBIR system. However, for each database, we evaluate the performance 

applying the existing algorithms and our proposed two algorithms, MCN-MSF 

and MRN-MSF. The perfonnances are compared in terms of different metrics 

including average, mean average and total average of precision, recall and 

accuracy. 

Fig. 4.2 Sample images of W ANGlO00 database for different categories: African, Beach, 
Building, Bus, Dinosaur, Elephant, Flower, Horse, Mountain, and Food. 

4.5.1 Database I: W ANGl000db 

For the WANG1000 [56], the images of the database are pre-classified into 10 

different categories each with 100 in size. These images are collected from ten 

different domains, namely, Africans, beaches, buildings, buses, dinosaurs, 
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elephants, flowers, horses, mountains, and food. The Fig. 4.2 shows the some 

sample images of each categories of the database. 

4.5.1.1 Single Query Image Retrieval 

In this work, at first a single image is used as a query image. From the database 

image no. 21 is used as query image which is the image of an African category. 

The image retrieval result with our proposed method is shown in Fig. 4.3, where 

the top left image is a query image and the rest are the retrieved top 19 matches 

of images. The retrieved images are arranged from left to right and then from top 

to bottom. From the figure we see that the first retrieved image is essentially the 

same as the query image. The next few images are similar to the query image. 

When the image rank is decreased the similarity is also decreased. Thus, the last 

few images are least similar. From the figure we see some results that are not 

relevant to the African category. 

Qufa,y:i ~,j (21) 
~ -
~~ -

. 

. · 

~ 
~ -·· ;.Zij 

~ 
~ 

Fig. 4.3 Retrieval result of the proposed MCN-MSF method obtained for the query 
image-21 in WANGl000db. 
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In order to show the comparative results, we find recall-precision graph. We find 

the precisions using equation ( 4.6) over different recalls using equation ( 4.2) for 

Histogram, CAC, original MSF and our proposed method (MCN-MSF). The Fig. 

4.4 shows the comparative results of for query image no. 21. The figure indicates 

that for recall 0.01 to 0.02 the precision is 100% for all the methods. From recall 

0.06 the proposed method outperforms the existing methods. We also see the 

significant improvement of performance with the proposed method up to recall 

0. 7. After that the performance is almost similar to the other methods. 
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'iii 
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Fig. 4.4 Recall-precision curves of Histogram, CAC, original MSF and proposed MCN­
MSF methods for query image-21 in WANGlO00 database. 

4.5.1.2 Category-wise Query Image Retrievals 

To show the category-wise performances with large number of query images we 

select images from all the 10 categories. 20 images are selected randomly from 

each category. For all the categories and retrievals we retrieve 50 images to 

estimate the performances. Fig. 4.5.a, and Fig. 4.5.b show the category-wise 

recall and precision using the equations ( 4.3) and ( 4. 7) respectively, for 50 top 

matches (i.e., n=50). Beach images are background-dominated which are very 

similar to other background-dominated images in the database. Thus, beach 
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category shows the least perf onnances for all the methods as shown in the 

figures. One the other hand, horse category shows the best perf onnances because 

the images of the category are object-dominated. 

In all the figures the MCN-MSF method outperfonns the existing methods in 

terms of average recall and precision for all the categories except category 4 

(Buses). The histogram performance of category 4 is better than the MCN-MSF 

method. Bus images are color-dominated. Usually, colors in the color-dominated 

images dominates other visual features such as texture, shape. Note that in 

texture-dominated images spatial infonnation is more influential. Thus, 

histogram yields the better results for the color-dominated images as it ignores 

spatial information of images. 
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Fig. 4.5 Category-wise (inW ANGlOOOdb) performance at n=SO, in terms of a) Recall 
and b) Precision for Histogram, CAC, MSF and MCN-MSF. 



4.5.1.3 M-Randomly Selected Query Image Retrievals 

To show the extensive performances of proposed method we choose 50 random 

query images from the database. We show the performance results using the 

equations (4.4), 
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Fig. 4.6 Mean average a) Recall, b) Precision and c) Accuracy curves of Histogram, CAC, o.-iginal 
MSF and proposed MCN-MSF methods for 1·andomly 50 query images in WANGIO00 database. 
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(4.8) and (4.11) varying the number of top matches from 10 to 100 with the 

interval of 10. For a particular top matches value we compute the average result 

of 50 queries. The mean average recall, precision and accuracy of the 50 query 

images are shown in the Fig. 4.6.a, Fig. 4.6 .b and Fig. 4.6.c, respectively. In each 

case, we compare the results of our proposed method with Histogram, CAC and 

MSF. For all the cases, the proposed method shows the significant improvements 

than the existing methods as shown in the figures. For the case of MAR the 

improvement of the proposed method is gradually increasing over the top 

matches as shown in Fig. 4.6.a. For the case of MAA the improvement of the 

proposed method is more promising and constant progressing over the number 

of top matches as shown in Fig. 4.6.c. 

4.5.1.4 Entire Database Search Results 

To show overall performance of the entire image database, we select every image 

of the database as a query image. Similar to the previous subsection, we show 

the performance results using equations ( 4.5), ( 4.9) and ( 4.12) varying the 

number of top matches from 10 to 100. For a particular top matches value we 

compute the average result for all the queries. The total average recall, precision 

and accuracy of all the query images are shown in the Table 4.1.a, Table 4.1 .b 

and Table 4.1.c, respectively. The last rows of all the tables show grand averages 

of the corresponding performance measures for all the methods including 

Histogram, CAC, MSF and MCN-MSF. For all the measures the proposed 

method shows better performance as shown in the tables. 

From the tables, we see that the grand averages of recall, precision and accuracy 

of the histogram are the lowest among all the methods. The grand averages of 

the CAC and MSF show the better performances than the histogram. But the 

performances of these three methods are very close to each other. Only the 

MCN-MSF method shows the promising difference from other methods. 
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Table 4.1: Comparison of total averages between the MCN-MSF and the existing methods in 

terms ofa) Recall, b) Precision and c) Accuracy for WANGlO00db. 

Number of Top Histogram CAC MSF MCN-MSF 
10 9.34 I I. 18 12.81 15.70 
20 13.76 15 .57 17.31 20.81 
30 17.77 19.56 21 .37 25.37 
40 21.51 23 .19 25.06 29.46 
50 24.82 26.49 28.34 33.15 
60 27.87 29.51 31.46 36.41 
70 30.75 32.34 34.31 39.48 
80 33.40 34.93 36.96 42.21 
90 35.87 37.36 39.36 44.69 
100 38.35 39.78 41.77 47.11 

Grand Average 25.34 26.99 28.87 33.44 
(a) Total average Recall 

Number of Top Histogram CAC MSF MCN-MSF 
10 56.59 57.54 59.87 67.85 
20 52.04 53.28 55.74 63.74 
30 48.90 50.31 52.69 60.40 
40 46.57 47.87 50.18 57.53 
50 44.31 45.71 47.84 54.95 
60 42 .33 43 .78 45.97 52.52 
70 40.67 42. 12 44.25 50.47 

80 39.11 40.56 42.69 48.51 
90 37.71 39.16 4 1.20 46.70 
100 36.31 37.77 39.71 45.03 

Grand average 44.45 45.81 48.01 54.77 
(b) Total average Precision 

Number of Top Histogram CAC MSF MCN-MSF 
10 88.72 88.84 · 89.06 90.99 
20 88.60 88 .71 88.96 91.01 
30 88.40 88.51 88.77 90.92 
40 88.15 88.24 88.51 90.74 
50 87.81 87.90 88. 17 90.48 
60 87.42 87.50 87.79 90.13 
70 87.00 87.07 87.36 89.75 

80 86.53 86.59 86.89 89.29 

90 86.02 86.07 86.37 88.79 

100 85.52 85.56 85.85 88.26 

Grand Average 87.42 87.50 87.77 90.04 
(c) Total average Accuracy 
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4.5.2 Database II: COREL10800db 

For the COREL10800 [57], the number of images is 10800 which are pre­

classified into 80 concept groups, e.g., autumn, aviation, bonsai, castle, cloud, 

dog, elephant, iceberg, primates, ship, stalactite, steam-engine, tiger, train, 

waterfall and so on. In fact, it was collected and reorganized from the Corel Photo 

Gallery, because 1) many images with similar concepts were not in the same 

group and 2) some images with different semantic contents were in the same 

group in the original database. In the reorganized database, each group includes 

more than 100 images and the images in the group are category-homogeneous. 

4.5.2.1 Single Query Image Retrieval 

In this work, at first a single image is used as a query image. From the database 

image no. 2287 is used as query image which is the image of bus category. The 

image retrieval result with our proposed method is shown in Fig. 4.7, where the 

top left image is a query image and the rest are the retrieved top 29 matches. The 

retrieved images are arranged from left to right and then from top to bottom. 

From the figure we see that the first retrieved image is essentially the same as 

the query image. The next few images are similar to the query image as like the 

Database I result. When the image rank is decreased the similarity is also 

decreased. Thus, the last few images are hardly similar. From the figure we see 

some results that are not relevant to the bus category. 

In order to show the comparative results, we find recall-precision graph. We 

compute the precisions over different recalls as like the previous section for 

Histogram, CAC, original MSF and our proposed method (MCN-MSF). The fig. 

4.8 shows the comparative results of the methods of for query image no. 2287. 

The figure indicates that for recall 0.01 and 0.02 the precision is 100% for all the 

methods. From recall 0.04 the proposed method outperforms the existing 

methods. At recall 0.1 the precision of the method is 0.84 which is almost double 

to the other methods. We also see the significant improvement of performance 
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with the proposed method is up to recall 0.63. After that the perfonnance is 

almost similar to the other methods. 

~ 
~ 

r;, r:. 
~

--~'! . 

. 

~ 
Fig. 4.7 Retrieval result of the proposed MCN-MSF method obtained for the query 
image-2287 in COREL10800db. 
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Fig. 4.8 Recall-precision curves of Histogram, CAC, original MSF and proposed 
MCN-MSF methods for query image-2287 in COREL10800 database. 
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4.5.2.2 Category-wise Query Image Retrievals 

To show the category-wise performances with large number of query images we 

select images from all the 80 categories. 50 images are selected randomly for 

query from each category. For all the categories and retrievals we retrieve 150 

images to estimate the perfonnances. Fig. 4.9.a and Fig. 4.9.b show the category­

wise recall and precision, respectively for 150 top matches (i.e., n=150) using 

the same equations as previous sections. Category 14 (aviation) images are 

background-dominated and the foreground 
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Fig. 4.9 Category-wise (in COREL10800db) performance at n=150, in terms of a) 
Recall and b) Precision for Histogram, CAC, MSF and MCN-MSF. 

(i.e. the expected object) of those images are coarse in size, shape and color. 

Thus they are more similar to other background-dominated images in the 
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database than that of the category. As a result, aviation category shows the least 

performances for all the methods as shown in the figures. One the other hand, 

fitness category (i.e. category no. 12) shows the best performances because the 

images of the category are object-dominated. 

In all the figures the MCN-MSF method outperforms the existing methods in 

terms of average recall, precision and accuracy for all the categories except 

category 12 (Fitness). The histogram performance of category 12 is better than 

the MCN-MSF method. Fitness images are the most color-dominated in the 

database. Not only that there are the fewest colors in this category images 

compare to other category. Hence, the images contain very limited spatial 

information. Thus, histogram yields the better results for the color-dominated 

images as it ignores spatial information of images. 

4.5.2.3 M-Randomly Selected Query Image Retrievals 

To show the extensive performances of proposed method we choose 100 random 

query images from the database. We show the performance results varying the 

number of top matches from IO to 200 with the interval of I 0. For a particular 

top matches value we compute the average result of 00 queries. The mean 

average recall , precision and accuracy of the 100 query images applying the 

equations of the Section 4.4 are shown in the Fig. 4.10.a, Fig. 4.10.b and Fig. 

4.1 0.c, respectively. In each case, we compare the results of our proposed method 

with Histogram, CAC and MSF. For all the cases, the proposed method shows 

the significant improvements than the existing methods as shown in the figures . 

For the case of MAR the improvement of the proposed method is gradually 

increasing over the top matches as shown in Fig. 4 .1 0.a. For the case of MAA 

the improvement of the proposed method is promising and constant progressing 

over the number of top matches as shown in Fig. 4.10.c. 
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4.5.2.4 Entire Database Search Results 

To show overall performance of the entire image database, we select every image 

of the database as a query image. Similar to the previous subsection, we show 

Table 4.2: Comparison of Total averages between the MCN-MSF and the existing 

methods in terms of a) Recall, b) Precision and c) Accuracy for COREL10800db 

Number of Top Histogram CAC MSF MCN-MSF 
20 14.55 15.51 16.48 19.41 
40 16.45 17.19 I 8.31 21.63 
60 17.98 18.85 19.95 23.45 
80 19.37 20.19 21.39 25.24 
100 20.66 21.43 22.54 26.45 
120 21.79 22.64 23.71 27.89 
140 22.93 23.67 24.80 29.15 
160 23.94 24.71 25.76 30.54 
180 24.88 25 .71 26.62 31.73 
200 25.83 26.63 27.74 32.85 

Grand average 20.84 21.65 22.73 26.83 
(a) Total average Recall 

Number of Top Histogram CAC MSF MCN-MSF 
20 28.73 29.55 30.40 36.95 
40 24.63 24.96 26.28 31.85 
60 22.63 23.41 24.58 29.07 
80 21.46 22.23 23.49 27.71 
100 20.66 21.43 22.54 26.45 
120 19.99 20.86 21.92 25.78 
140 19.52 20.34 21.43 25.18 
160 19.09 19.94 20.98 24.95 
180 18.71 19.62 20.57 24.83 
200 18.42 19.31 20.37 23.91 

Grand average 21.38 22.17 23.25 27.67 .. 
(b) Total average Prec1s1on 

Number of Top Histogram CAC MSF MCN-MSF 
20 96.95 97.05 97.15 98.27 
40 96.80 96.90 97.00 98.13 

60 96.65 96.75 96.85 97.97 

80 96.49 96.58 96.69 97.82 

100 96.33 96.42 96.52 97.66 

120 96.16 96.26 96.36 97.50 

140 96.00 96.09 96.20 97.34 

160 95.83 95.93 96.03 97.18 

180 95.66 95.76 95.86 97.02 

200 95 .50 95.59 95.69 96.85 

Grand average 96.24 96.33 96.44 97.57 
(c) Total average Accuiac:v 
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the performance results varying the number of top matches from 20 to 200 with 

the interval of 20. For a particular top matches value we compute the average 

result for all the queries. The total average recall, precision and accuracy of all 

the query images are shown in the Table 4.2.a, Table 4.2 .b and Table 4.2.c, 

respectively. The last rows of all the tables show grand averages of the 

corresponding performance measures for all the methods including Histogram, 

CAC, MSF and MCN-MSF. For all the measures the proposed method (MCN­

MSF) shows better performance as shown in the tables. 

From the tables, we see that the grand averages of recall, precision and accuracy 

of the histogram are the lowest among all the methods. The grand averages of 

the CAC and MSF show the better performances than the histogram. But the 

performances of these three methods are very close to each other. Only the 

MCN-MSF method shows the promising difference from other methods. 
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Chapter 5 

Image Retrieval Using Multi-Resolution 

Nonhomogeneous MSF 

5.1 Introduction 

In the previous chapter we discussed the implementation of time inhomogeneous 

Markov chain model by applying the multi-channel nonhomogeneous MSF 

(MCN-MSF) feature for content based image retrieval. In this chapter we have 

discussed the implementation of the same model constructing muti-resolution 

nonhomogeneous MSF descriptor named MRN-MSF feature for the image 

retrieval. 

Based on colors, digital images can be generally three types such as: i) binary 

images which are produced in black and white and represented by pixels 

consisting of one bit each, ii) grayscale images are composed of pixels 

represented by a number of bits of information, usually ranging from 2 to 8 bits 

yielding from 4 to 256 color levels and iii) color images are usually represented 

by a greater number of bits ranging from 8 to 24 or higher, which can represent 

up to 16.7 million color values. For 24-bit images, the bits are often grouped into 

three parts: 8 for red, 8 for green, and 8 for blue. 

Color resolution (known as color depth or bit depth) in a digital image refers to 

the ability of each pixel to represent a number of color tones (known as color 

levels or color value). It is normally measured by the level of abi lity to express 

the intensity of the three primary components (e.g. hue, saturation and value in 

HSY color model). The number of levels (i.e. K=2") available to represent each 

color depends on the number of bits (i.e. n). In multi-resolution nonhomogeneous 

MSF scheme, an image of a database is represented by a number of different K 

levels quantized images. The transition matrices are computed for each of t f1e 
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quantized images. Here, the sizes of the transition matrices are different unlike 

the MCN-MSF scheme. These matrices are then combined using the time 

inhomogeneous Markov chain model. 

5.2 The Proposed Algorithm 

In this paper we propose the Multi-Resolution Nonhomogeneous Markov 

Stationary Feature (MRN-MSF) algorithm to address the problem of database 

heterogeneity by populating more spatial infonnation in the feature components. 

In this method, an image I is quantized into nK ( e.g. K = l 0) levels, thus the set of 

histogram bins are SnK = {s1K, s2K, ... , sNK}, where n = 1,2, ... , N . Here, N 

indicates the dimension of our proposed MRN-MSF method . The corresponding 

co-occurrence matrices are calculated as (for, K=I0) 

n = 1,2, ... N. (5.1) 

For example, if N=3, there will be three different co-occurrence matrices cb0
, cf/, 

and cf/ of sizes 10-by- I 0, 20-by-20 and 30-by-30, respectively. 

After computing the N different transition matrices (i. e. nonhomogeneous) from 

the co-occurrence matrices with different sizes, the equation (3.20) is applied to 

the nonhomogeneous matrices to form a single composite transition matrix. The 

Markov chain model (discussed in the Chapter 3) is adopted for the composite 

matrix to characterize the spatial co-occurrence relation of c01Tesponding set of 

histogram bins. An initial distribution rr0 (using equation (3.16)) is computed 

from the largest co-occurrence matrix. The stationary distribution rr is calculated 

from the resultant composite transition matrix using the equation (3.15). The two 

resultant distributions contribute to form our proposed single dimensional MRN­

MSF feature space, as 

x = [rr0, rr]. (5.2) 
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5.3 Implementation of MRN-MSF Method 

HSY is one of the most prominent color space for low level image processing. 

Using HSY color space the CBIR system results in better agreement wi th color 

perception than when using RGB. Thus, the RGB image of the underlying 

database is converted into HSY image first. Then, the individual 1-1 component 

(i .e. H image) of the HSY image is quantized into nK levels. The corresponding 

spatial co-occurrence matrices (e.g. ell, c5°, and er/) for K= l O and N=3 are 

calculated using equation (5.1). The initial distribution (e.g. rr5°) is then 

computed from the co-occurrence matrix (e.g. , er/ ) using equation (3.16). One 

the other hand, the equation (3 .14) is employed individually for each co­

occurrence matrix to compute the corresponding transition matrices 

(e.g. p["F, p0°, and pf/), respectively. The nonhomogeneous transition matrices 

are combined into a single composite matrix (e.g. , P3®) applying the concept 

non-homogeneous scheme discuss in the Section 3.4. Then, a stationary 

distribution ( e .g., rr 30 ) is calculated from the composite transition matrix using 

the equation (3 .15). The initial and the resultant stationary distributions are used 

to form the targeted feature space (MRN-MSF) according to the equation (5.2). 

The similarity measurements and the performance evaluation processes between 

the proposed and the existing systems (i.e. Histogram, CAC, and original MSF) 

are similar to the MCN-MSF system discussed in previous chapter. The block 

diagram of our proposed system is shown in Fig. 5 .1. 
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Fig. 5.1 Block diagram of the proposed MRN-MSF Method. 



5.4 Experiment and Discussion 

Like the MCN-MSF, Multi-Resolution Nonhomogeneous Markov Stationary 

Feature (MRN-MSF) can also be exploited in the CBIR application as a field of 

study to evaluate the effectiveness of the MRN-MSF features. The whole 

evaluation process followed the diagram illustrated in Fig. 5.1. 

In this thesis, the very worldwide recognized databases namely: WANG 1000 

(also known as Corell000) and Corel10800 are used for our experiments. The 

performances are compared in terms of different metrics including average, 

mean average and total average of precision, recall and accuracy as like the 

previous chapter. 

5.4.1 Database I: WANGl000db 

In this subsection we have discussed the implementation of the MRN-MSF 

method with the WANGIO00. We show the results with single query, category­

wise queries, randomly selected queries and entire database queries search 

results similar to the previous chapter. 

5.4.1.1 Single Query Image Retrieval 

At first we used a single image as a query image. From the database image no. 

21 is used as query image which is the image of an African category. 
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In order to show the comparative results, we find recall-precision graph. We find 

the precisions over different recalls for Histograin C/\C · · I MSP , , , ongma . · and our 

proposed method (MRN-MSF). The fig. 5.2 shows the comparative results for 

query image no. 2 I. The figure indicates that for recall 0.0 I and 0.02 the 

precision is 100% for all the methods. But up to recall at 0.12, the precision is 

100% only for the proposed method. Actually, from recall 0.06 the proposed 

!nethod outperforms all the existing methods. We also see the significant 

difference of performance ~ith the proposed method up to recall 0.78. After that 

the performance is almost similar to the other methods. 

5.4.1.2 Category-wise Query Image Retrievals 

Like the previous chapter, we select images from all the 10 categories with large 

number of query images for the category-wise performances. 20 images are 

selected randomly from each category. For all the categories and retrievals we 

retrieve 50 images to estimate the performances. Fig. 5 .3 .a, and Fig. 5 .3 .b show 

the category-wise recall and precision, respectively for 50 top matches (i.e., 

n=50). Beach images (i.e. category no. 2) are background-dominated which are 

very similar to other background-dominated images in the database. Thus, like 

the MCN-MSF method, beach category shows the least performances for all the 

methods as shown in the figures . One the other hand, horse category (i.e. 

category no. 8) shows the best performances because the images of the category 

are object-dominated. 

In all the figures the MRN-MSF method outperforms the existing methods in 

terms of average recall and precision for all the categories. The MRN-MSF 

method outperform even for category 4 (Buses) unlike MCN-MSF method. 

5.4.1.3 M-Randomly Selected Query Image Retrievals 

To show the extensive performances of the proposed method we choose 50 

d · ~rotn the database. We show the performance results ran om query images 11 

57 



varying the number of top matches from 10 to 100 with the interval of 1 0. For a 

particular top matches value we compute the average result of 50 queries. The 

mean average recall, precision and accuracy of the 50 query images are shown 

in the Fig. 5.4.a, Fig. 5.4.b and Fig. 5.4.c, respectively. In each case, we compare 

the results of our proposed method with Histogram, CAC and MSF. For all the 

cases, the proposed method shows the significant improvements than the existing 

methods as shown in the figures. For the case of MAR the improvement of the 

proposed method is gradually increasing over the top matches as shown in Fig. 

5.4.a. For the case of MAA the difference of the proposed method is more 

promising and constant progressing over the number of top matches as shown in 

Fig. 5.4.c. 
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5.4.1.4 Entire Database Search Results 

To show overall performance of the entire image database, we select every image 

of the database as a query image. Similar to the previous chapter, we show the 

Table 5.1 : Comparison of Total averages between the MRN-MSF and the existing 
methods in terms of a) Recall , b) Precision and c) Accuracy for WANGl000d b 

Number of Histogram CAC MSF MRN-
10 9.34 l 1.18 12.81 17.20 
20 13.76 15.57 17.31 22.31 
30 17.77 19.56 21 .37 26.87 
40 21 .51 23.19 25 .06 30.96 
50 24.82 26.49 28.34 34.65 
60 27.87 29.51 31 .46 37.91 
70 30.75 32.34 34.31 40.98 
80 33.40 34.93 36.96 43.71 
90 35.87 37.36 39.36 46.19 
100 38.35 39.78 41 .77 48.68 

Grand average 25.34 26.99 28.87 34.95 
(a) Total average Recall 

Number of Top Histogram CAC MSF MRN-MSF 
10 56.59 57.54 59.87 69.35 
20 52.04 53.28 55 .74 65.24 
30 48.90 50.3 1 52.69 61.90 
40 46.57 47.87 50.18 59.03 
50 44 .3 1 45.7 1 47.84 56.45 

60 42.33 43.78 45.97 54.02 

70 40.67 42.12 44.25 51.97 

80 39. 11 40.56 42.69 50.01 

90 37.71 39.16 4 1.20 48.20 

100 36.31 37.77 39.71 46.40 

Grand average 44.45 45.81 I 
48.01 56.26 

i ion (b) Total average Pr ec s 

Number of Top Histogram CAC MSF MRN-MSF 

10 88.72 88.84 89.06 91.14 

20 88.60 88.71 88.96 91.16 

30 88.40 88.5 1 88.77 91.07 

40 88. 15 88.24 88.5 1 90.89 

50 87.81 87.90 88.17 90.63 

60 87.42 87.50 87.79 90.28 

70 87.00 87.07 87.36 89.90 

80 86.53 86.59 86.89 89.44 

90 86.02 86.07 86.37 88.94 

100 85.52 85.56 85.85 88.44 

87.42 87.50 87.77 90.19 Grand average 
Tohtl average Accuracy (c) 
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performance results var · th 
ymg e number of top matches from 1 O to 100. For a 

particular top matches val 
ue we compute the average result for all the queries. 

The total average recall · · d . 
, prec1s10n an accuracy of all the query images are 

shown in the Table 5.1 .a, Table 5.1.b and Table 5.1 .c, respectively. The last rows 

of all the tables show grand averages of the corresponding performance measures 

for all the methods including Histogram, CAC, MSF and MRN-MSF. For all the 

measures the proposed method shows better performance as shown in the tables. 

From the tables, we see that the grand averages of recall, precision and accuracy 

of the histogram are the lowest among all the methods. The grand averages of 

the CAC and MSF show the better performances than the histogram. But the 

performances of these three methods are very close to each other. Only the 

MRN-MSF method shows the promising difference from other methods. 

5.4.2 Database II: COREL10800db 

5.4.2.1 Single Query Image Retrieval 

Here, at first a single image is used as a query image. From the database image 

no. 2287 is used as query image which is the image of bus category. 

In order to show the comparative results, we find recall-precision graph as the 

previous sections. We see the precisions over the different recalls for the methods 

including the proposed MRN-MSF. The Fig. 5.5 shows the comparative results 

of for query image no. 2287 of the database. The figure indicates that for recall 

0.0 I and 0.02 the precision is 100% for all the methods. From recall 0.04 the 

proposed method outperforms the existing methods. At recall 0.15 the precision 

of the method is 0.75 which is very high compare to the other methods. We also 

see the clear difference of performance with the proposed method is up to recall 

0.82. After that the performance is almost similar to the other methods. 

61 



0.9 

08 

07 

§ 0.6 
"iii 
-~ 0.5 
11. 

0.4 

0.3 

0.2 

0.1 

I 
I 

-Histogram 
- - CAC 

MSF 
--MRN-MSF 

'1,_,. . .,.,\ ~ 
., ~~~~~--· °'···1 .. \ 

-~~ 
b:~-=---~ -------. 

---... .,..__::_ .. ··----............... ~· -:::---::~ 
........ ~ "·- •· . . 0 ....._ _ __._ __ ....,__ _ ___.1 __ _,_ __ .1....._ _ ____._ __ ..1...__--1... __ ~ ===1 

0 0 .1 02 0.3 0.4 0.5 

Recall 
0.6 0.7 0.8 0.9 

Fig. 5.5 Recall-precision curves of Histogram, CAC, original MSF and proposed 
MRN-MSF methods for query image--2287 in COREL10800 database. 

5.4.2.2 Category-wise Query Image Retrievals 

To show the category-wise perfonnances with large number of query images we 

select images from all the 80 categories. 60 images are selected randomly for 

query from each category. For all the categories and retrievals we retrieve 100 

images to estimate the perfonnances. Fig. 5.6.a and Fig. 5.6.b show the category­

wise recall and precision, respectively for 100 top matches (i.e., n=l 00). 

Category 14 (aviation) images are background-dominated and the foreground 

(i.e. the expected object) of those images are coarse in size, shape and color. 

Thus they are more similar to other background-dominated images in the 

database than that of the category. As a result, aviation category shows the least 

performances for all the methods as shown in the figures. One the other hand, 

fitness category (i.e. category no. 12) shows the best perfonnances because the 

images of the category are object-dominated. 

In all the figures the MRN-MSF method outperforms the existing methods in 

terms of average recall, precision and accuracy for all the categories. 
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. 5.4.2.3 M-Randomly Selected Query Image Retrievals 

To show the extensive perfonnances of proposed method we choose 100 random 

query images from the database similar to the subsection 4.5.2.3. We show the 

performance results varying the number of top matches from 10 to 200 with the 

interval of 10. For a particular top matches value we compute the average result 

of 100 queries. The mean average recall, precision and accuracy of the 100 query 

images are shown in the Fig. 5.7.a, Fig. 5.7.b and Fig. 5.7.c, respectively. In each 

case, we compare the results of our proposed method with Histogram, CAC and 

MSF. For all the cases, the proposed method shows the significant improvements 
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than the existing methods as shown in the figures. For the case of MAR the 

improvement of the proposed method is gradually increasing over the top matches 

as shown in Fig. 5.7.a. For the-case of MAA the improvement of the proposed 

method is promising and constant progressing over the number of top matches as 

shown in Fig. 5.7.c. 
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5.4.2.4 Entire Database Search Results 

To show overall performance of the entire image database, we select every image 

of the database as a query image similar to the previous chapter. We show the 

Table 5.2: Comparison of Total averages between the MRN-MSF and the existing 
methods in terms of a) Recall, b) Precision and c) Accuracy for COREL18000d b 

Number of To_p Histo_gram CAC MSF MRN-MSF 
20 14.55 15.51 16.48 22.39 
40 16.45 17. 19 18.31 24.73 
60 17.98 18.85 19.95 26.45 
80 19.37 20.19 21.39 28.19 
100 20.66 21.43 22.54 29.55 
120 21.79 22.64 23.71 30.89 
140 22.93 23.67 24.80 32.17 
160 23.94 24 .71 25.76 33.50 
180 24.88 25.71 26.62 34.76 
200 25.83 26.63 27.74 35.82 

Grand average 20.84 21.65 22.73 29.84 
(a) Total average Recall 

Number of Top Histogram CAC MSF MRN-MSF 
20 28.73 29.55 30.40 39.95 
40 24.63 24.96 26.28 34.83 
60 22.63 23.41 24.58 32.08 
80 21.46 22.23 23.49 30.73 
JOO 20.66 21.43 22.54 29.55 
120 19.99 20.86 21.92 28.74 
140 19.52 20.34 21.43 28.12 
160 19.09 19.94 20.98 27.69 
180 18.71 19.62 20.57 27.31 

200 18.42 19.31 20.37 26.91 

Grand average 21.38 22.17 23.25 30.59 
.. 

(b) Total average Prec1s1on 

Number of Top Histogram CAC MSF MRN-MSF 

20 96.95 97.05 97.15 99.07 

40 96.80 96.90 97.00 98.98 

60 96.65 96.75 96.85 98.76 

80 96.49 96.58 96.69 98.66 

100 96.33 96.42 96.52 98.47 

120 96. 16 96.26 96.36 98.25 

140 96.00 96.09 96.20 98.15 

160 95.83 95.93 96.03 97.99 

95.66 95 .76 95.86 97.83 180 . ·---· --
95.50 95.59 95.69 • .., (d 

200 -
Grand average 96.24 96.33 96A4 

al avera e Accura1 (c) Tot g 
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performance results as like as th b • 
e su section 4.5.2.4. For a particular top matches 

value we compute the ave 1 r.- 11 . 
rage resu t 1or a the quenes. The total averages are 

shown in the Table 5.2.a, Table 5.2.b and Table 5.2.c, respectively. The last rows 

of all the tables show grand ave · f h · rages o t e corresponding performance measures 

for all the methods including Histogram, CAC, MSF and MRN-MSF. For all the 

measures the proposed method shows better performance as shown in the tables. 

From the tables, we see that the grand averages of recall , precision and accuracy 

of the histogram are the lowest among all the methods. The grand averages of 

the CAC and MSF show the better performances than the histogram. But the 

performances of these three methods are very close to each other. Only the 

MRN-MSF method shows the promising difference from other methods. 

5.5 Performance Summary 

In this subsection, we discuss the overall comparative performances for all the 

methods exploiting both databases. We summarize the performances for the 

methods in terms of the grand average recall, precision and accuracy as shown 

in Table 5.3. To compute the grand averages, we average all the values for 

different top matches from IO to I 00 with interval 10 for Database I 

(WANG l 000) and from 20 to 200 with interval 20 for Database II 

(COREL I 0800), individually for every methods. 

As the MRN-MSF feature gather more spatial information than MCN-MSF, the 

MRN-MSF method always outperforms MCN-MSF as shown in Table 5.3 . We 

also see from the table that the grand average recall and precision improvements 

of MRN-MSF method for large database are higher compare to the small 

database. Thus, the second method is more appropriate for large database. 

We have already discussed that, the two methods (MCN-MSF and MRN-MSF) 

show always better performances than the existing methods (His~ogram, CAC 

and MSF). From the table we see that all the performar 1~(' • of ti ll' 1 cthods for 

Database I is higher than Database II. The exception 
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accuracy. Note that, the size and degree of heterogeneity for Database II is more 

than Database I. Hence, the performances of the Database I is higher than the 

Database II. It can be noted from eq. (2.8) that true negative value plays major 

role in calculation of accuracy. Usually for a huge database (in size and 

category), the true negative value for a query image is much higher than small 

database. Thus, the grand average accuracies for Database II is high. 

Table 5.3: Performance of all methods for all databases 

Performance Metrics Methods 
Databases 

(Grand Average) Histogram CAC MSF MCN-MSF MRN-MSF 

Recall(%) 25.34 26.99 28.87 33.44 34.95 

WANGl000 Precision (%) 44.45 45.81 48.01 54.77 56.26 

Accuracy(%) 87.42 87.50 87.77 90.04 90.19 

Recall(%) 20.84 21.65 22.73 26.83 29.84 
~ 

Corell0800 Precision (%) 21.38 22.17 23.25 27.67 30.59 

Accuracy(%) 96.24 96.33 96.44 97.57 98.38 
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Chapter 6 

Conclusion and Future Works 

6.1 Conclusion 

In this research we propose two general frameworks to construct two image 

descriptors MCN-MSF and MRN-MSF to extend original MSF feature. Firstly, 

MCN-MSF is based on nonhomogcneous Markov chain model. Basically, this 

model collects more spatial information than the original MSF. It combinedly 

gathers inter-bin level and extra-bin level image distinguishable information 

similar to MSF. Initial distribution of a Markov chain is used to collect inter-bin 

spatial information. Stationary distribution of the Markov chain is used to find 

extra-bin spatial information. To compute the stationary distribution 

nonhomogeneous Markov chain model is used in MCN-MSF. Unlike MSF, in 

the nonhomogeneous model same size different transition matrices are applied 

to capture more spatial information. Here the multiple transition matrices are 

computed from multiple color channels of an image. Then the matrices are 

multiplied to construct composite transition matrix. The stationary distribution 

of the matrix along with the initial distribution contribute to form MCN-MSF 

descriptor. The performance of proposed method is evaluated with two 

recognized databases, namely, WANG 1000 and COREL 10800. For both cases, 

the proposed method significantly increases the performances in term of recall, 

precision and accuracy. For example, more than 4% improvements of average 

recall are recorded for the both databases. 

Secondly, MRN-MSF is also based on nonhomogeneous Markov chain model. 

Unlike MCN-MSF, the composite transition matrix is computed from transition 

matrices with different sizes. Here the transition matrices are computed from an 

image with different color resolutions (i.e. different color levels). An image 

quantized with lower resolution is used to compute lower size transition matrix. 

One the other hand, image quantized with higher resolution is used le' <' , k 
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higher size transition matrix. u 11 h 
sua Y, t e transition matrix with higher size 

carries higher degree of spatial information. In addition, different transition 

matrices contain different degree of spatial information. These matrices are 

combined to form the composite matrix. The composite matrix contains more 

and variety of spatial information. The matrix is then used to construct the 

required stationary distribution for the MRN-MSF descriptor. The performance 

of the descriptor is evaluated with the databases similar to MCN-MSF method. 

Since the method contains more distinguishable spatial information it is more 

preferable to larger databases. For example, more than 3% improvement of 

average recall is recorded for the Database II, whereas around I% improvement 

is recorded for the Database I. 

6.2 Future Works 

This proposed methods are independent from the nature of the problem and can 

be applied to wide range of pattern recognition problems. These concepts also 

can be used for feature extraction for other visual image descriptors like HOG 

which is generally used to detect object in images, with some modification. 

The methods take cares of images with histogram, inter-bin and extra-bin level 

distinguishable features. By analyzing inherent spatial structure of images 

rigorously, considerable improvements still be possible for the image retrieval 

results. However, the methods do not cover histogram-undistinguishable images 

for image retrieval. Hence, the general image retrieval results can suffer for their 

large spatial variance. Thus, further investigation is needed to cover all the 

classes of images. 
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