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Abstract

Due to the increasing prevalence of diabetes and cancer, it is an urgent need to develop
automated system that helps to detect disease using one of the modern technologies. Nowadays,
Machine Learning (ML)-based methods have become very popular as an automatically model
building techniques. Despite of the rapid development of theories for computational intelligence,
application of ML-based classifiers to diabetes and cancer diagnosis remains a challenging issue.
Still these ML-based classifiers did not give a satisfactory accuracy and therfore cannot correctly
classify healthcare data like diabetes and cancer patients. Because most of the diabetes and
cancer dataset are complex in nature and contains missing values, unusual observations, multi-
collinearity problems and so on. In most of the existing research, the researcher did not use
feature selection (FS) techniques to identify the risk factors of cancer and diabetes disease. They
applied limited classifiers to classify and predict the diabetes and cancer status but they did not
tune the hyper parameter of the classifiers, as a result, their accuracy and AUC were low. Thus,
an attempt has been made in this study to increase the accuracy of the classifiers in diabetes and
cancer data by considering the above factors in ML-based algorithm. The main objective of this
study is to comparison the performances of ML-based methods in healthcare data and suggests
the best model with better performance compared to the models published in the existing
research.

To fulfill the objectives, we have used 3 healthcare datasets, among them two datasets on
diabetes (NHANES and Pima Indian), and another one on colon cancer. The NHANES diabetes
data has been extracted from 2009-12 National Health and Nutrition Examination Survey having
14 factors and 6561 respondents with 10.01% diabetes whereas, the Pima diabetes data, extracted
from UCI Repository having 768 female respondents with 34.89%~35% diabetics patients.
Another one on colon cancer dataset has been extracted from Kent ridge biomedical data
repository, comprising of 2000 genes and 62 patients with 40 cancerous patients. Furthermore,
different feature selection (FS) methods, namely logistic regression (LR), random forest (RF), t-
test, Kruskal-Wallis (KW), and so on have been implemented to extract high-risk significant
factors and also implemented different ML-based classifiers like maive Bayes (NB), decision tree
(DT), Adaboost (AB), and random forest (RF), and so on for prediction and classification. The
performances of these ML-based classifiers were assessed by accuracy (ACC), sensitivity (SE),
specificity (SP), positive predictive value (PPV),negative predictive value (NPV), F-measure (FM),

and area under the curve (AUC).
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In case of 2009-12 NHANES diabetes data, risk factors were extracted using LR and
implemented 4 ML-based classifiers as NB, DT, AB, and RF were implemented to predict
diabetic disease. LR result demonstrates that out of 14 factors, 7 risk factors were extracted for
diabetes. The highest ACC of 90.62% and AUC of 0.95 for K10 were obtained by a ML-based
system combining of LR-based FS and RF-based classifier. It was confirmed that LR-RF based

combination performs better for prediction of diabetes compared to others.

In case of Pima diabetes data, we proposed a robust ML-based system for predicting diabetes.
ML-based system was designed, optimized, and evaluated, where (i) the features were extracted
and optimized from 6 FS techniques (RF, LR, MI, PCA, ANOVA, and FDR), and combined
with 10 classifiers (LDA, QDA, NB, GPC, SVM, ANN, AB, LR, DT, and RF) under the
assumptions that both missing values and outliers were replaced by group median and median
will be improved the ACC. Our findings demonstrate that missing values were replaced with a
group median and outliers with a median values, and further using the combination of RF-RF-
based system vyields ACC, SE, SP, PPV, NPV, and AUC as 92.26%, 95.96%, 79.72%, 91.14%,
91.20% and 0.93, respectively. It was also confirmed that RF-based classifier can be accurately
classifies of diabetes patients and performs better ACC in case of both presence and absence of
outliers.

Another contribution of this research was the application of different ML-based classifiers on
colon cancer microarray gene expression data. In case of cancer patients, a comparative study of
different ML-based systems were presented with two major objectives as (i) identification of
high-risk differential genes using 4 statistical tests and (ii) propose an ML-based classifier for
predicting cancer patients. Four statistical tests as WCSRS, t-test, KW, and F-test are adapted for
the identification of differential expressed genes using p-values and then 10 classifiers like LDA,
QDA, NB, GPC, SVM, ANN, LR, DT, AB, and RF for were also implemented to classify cancer
patients. The overall average ACC of 90.50% was supported by a ML-based system combining
with 4 statistical tests and 10 classifiers. It was confirmed that the combination of WCSRS test
and RF-based classifier yields the highest ACC (99.81%). Finally, we may say that RF-based
classifier performed better for accurate detection and prediction of both diabetes and cancer
disease in multi-center clinical trials. It will be very helpful for physicians and doctors to make a
decision to early diagnosis of diabetes and cancer disease.
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Chapter 1 General Introduction

1.1 Introduction

Healthcare is a broad concept that refers to improve the health of patients and other
neurodevelopmental disorders. It is provided by doctors and allied areas of health. Data on
healthcare is any form of data relating to health conditions, causes of mortality, and wellbeing
(Tzourakis & Melissa, 1996). There are different types of healthcare data including medical
(cancer, diabetes, strokes, etc.), omics (genomics, transcriptomics, and proteomics), and sensor
data (wearable and wireless devices), which are easily handled using different classical and
machine learning (ML) models (Koh and Tan, 2011). With the advent of ML technique, it has
been tested all over the world and accumulated study data suggested that ML technique for
classification of healthcare data is superior performance to classical method. In recent times,
ML-based systems have gained popularity like never before. This field is expected to grow
exponentially in the coming years. ML is a branch of study in which a model can be learned
automatically from the experiences based on data without exclusively being modeled like statisti
cal models. Over a period and with more data, model predictions will become better. Although
recently developed ML-based methods have attracted increasing attentions and substantial
amount of research works have been carried out, the research for improving the accuracy of
classification models has never been stopped (Zhang, 2003). To facilitate an adequate level of
accuracy, the developer has to be responsive to the characteristics of different methods, and
determine if a particular method is appropriate for the defined situation before embarking its usage
in real application. As a result, the choice of a ML-based model is one of the crucial factors that
will affect the classification accuracy. Researchers have made a great deal of effort over many
years to develop effective models to improve classification accuracy. As a result, various
important ML-based classification models have been evolved in literatures.

Recently, the application of ML-based system on many domains, including healthcare

datasets has received great attention day by day. ML-based systems have also dominated in the
field of medical healthcare (Srivastava et al., 2018; Shakeel et al., 2018; Bauder et al., 2018;
Shah et al., 2019), mental-health (Grunerbl et al., 2014; Osmani et al., 2013), human behaviours
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Chapter 1 General Introduction

(Ertin et al., 2011; Muaremi et al., 2013), Time series (Zhang, 2003; Siami et al., 2018) and
medical imaging (Deniz et al., 2018; Ashour et al., 2018; Banchhor et al., 2018). ML-based
systems is mainly used for early diagnosis and prediction or detection of different cardiovascular
disease as diabetes, cancer, heart disease, liver, and so on to improve the classification accuracy
(Maniruzzaman, et al., 2017; Srivastava et al., 2018; Shakeel et al., 2018; Bauder et al., 2018;
Shah et al., 2019). Moreover, ML-based system is also used for prediction and progonosis of
cancer (Cruz and Wishart, 2006; Kourou et al., 2015).

Despite of the rapid development of theories for computational intelligence, application
of ML-based classifiers to diabetes and cancer diagnosis remains a challenging issue. Still these
ML-based classiiers did not give a satisfactory accuracy and therfore cannot correctly classify
healthcare data like diabetes and cancer patients. Because most of the diabetes and cancer dataset
are complex in nature and contains missing values, unusual observations, multi-collinearity
problems and so on (Maniruzzaman et al., 2017; Lee and Yoon, 2017). In most of the existing
research, the researcher did not use feature selection (FS) techniques to identify the risk factors
of cancer and diabetes disease. They applied limited classifiers to classify and predict the
diabetes and cancer status but they did not tune the hyper parameter of the classifiers, as a result,
their accuracy and AUC were low (Maniruzzaman et al., 2017; Lee and Yoon, 2017). Thus, an
attempt has been made in this study to increase the accuracy of the classifiers in diabetes and
cancer data by considering the above factors in ML-based algorithm. The main objective of this
study is to comparison the performances of ML-based methods in healthcare data and suggests a
best model with better performance compared to the models published in the existing research.

In this study, we have chosen two types of healthcare data namely; diabetes and cancer
due to the prevalence of diabetes and cancers are increasing worldwide. Cancer and diabetes are
the 2" and 12" leading causes of death globally (Lopez et al., 2006). Globally, 108 million
people were affected by diabetes in 1980, exceeding 285 million in 2009, 366 million in 2011,
382 million in 2013, 422 million in 2014, 425 million in 2017, and 463 million in 2019. This
amount will be expected to exceed 578 and 700 million in 2030 and in 2045 (Saeedi et al., 2019).
Additionally, about 1.6 million individuals died directly from diabetes (Bharath et al., 2017).
Different forms of cancer disorder, such as colon, lung, breast, prostate, and so on are found in

human bodies. Approximately, 12.4 million new cases were diagnosed by cancer worldwide in
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2008 (Giovannucci et al., 2010), 18.1 million in 2018 (Bray et al., 2018), and this figure
extended to 19.30 million in 2020 (Ferlay et al., 2020). Moreover, 9.6 million people died of
cancer in 2018 and this figure was reached about 9.9 million in 2020. Among them, 18% of
deaths were occurred due to lung cancer, 9.4% death for colorectal, 8.3% for liver, 7.7% for
stomach, 4.7% for pancreas, and 3.8% for prostate. Therefore, it is need to diagnosis and

prognosis of cancer and diabetes disease using detection and prediction models.

This study aims at building several predictive models using the risk factors of diabetes
and cancer through ML-based approaches. Risk factors are selected by different feature selection
(FS) methods. FS is one of the most important preprocessing steps in the field of ML. FS can
avoid the irrelevant features (risk factors) but automatically select a subset of relevant features
for building effective predictive learning model. In this study, we have used different FS
methods such as t-test, F-tests, Kruskal-Wallis (KW) test, logistic regression (LR), principal
component analysis (PCA), Fisher discriminant analysis (FDR) and so on. Furthermore, different
classifiers like linear discriminant analysis (LDA), quadratic discriminant analysis (QDA),
support vector machine (SVM), random forest (RF), logistic regression (LR) have been
conducted on significant risk factors for classification of diabetes and cancer patients. This study
proposes a ML-based systems combining a FS method and a classifier would yield the highest
accuracy compared to existing research.

1.2 Research Gap

In the existing research, several studies in the literature had been, conducted in the diabetes and
cancer datasets. In most of the papers, they used or did not utilize any FS-based methods to
identify the risk factors of cancer/diabetes disease. They applied limited classifiers to classify
and predict the diabetes/cancer status but they did not tune the hyper parameter of the classifiers,

as a result, their accuracy and AUC are low.
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1.3 Objective of the Study

The main objective of this study is to compare the performance of ML-based techniques in
healthcare data and suggests the best model with the better performance compared to the models

published in existing research. The specific objectives of the study are

» To identify the high-risk factors of healthcare data as diabetes and cancer.

» To classify and predict the healthcare data as diabetes and cancer using different ML-
based classifiers.

» To compare the performance of the ML-based techniques on the healthcare data as

diabetes and cancer.

1.4 Layout of the Study

We have organized this thesis paper in seven Chapters. The first Chapter is general
introduction, including introduction of machine learning in healthcare data, research gap,
objective of this study and layout of the study. Chapter 2 represents the literature review.
Chapter 3 represents methodology, including introduction, feature selection, and machine
learning techniques, data partitioning, model based performance evaluations are discussed.
Chapter 4 discussed about the classification and prediction of diabetes disease using machine
learning paradigm. Accurate risk prediction of diabetes using machine learning: role of missing
value and outliers are discussed in Chapter 5. The statistical characterization and classification
of colon cancer using machine learning paradigms is discussed in Chapter 6. Finally, the
conclusion and areas of further research are discussed in Chapter 7.
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2.1 Introduction

The application of machine learning (ML)-based techniques in healthcare datasets has  been
increased day by day. In this study, we have used three healthcare datasets, among them two
datasets on diabetes and another one on colon cancer. Various ML-based systems like linear
discriminant analysis (LDA), quadratic discriminant analysis (QDA), naive Bayes (NB), decision
tree (DT), support vector machine (SVM), artificial neural network (ANN), random forest (RF),

artificial immune system (AIS), logistic regression (LR), etc. are used to classify and predict the
patients in healthcare datasets. The literature on these issues is reviewed in the following two

sections.

2.2 Diabetes Datasets

A large number of works in the literature related to the diagnosis and prediction of diabetes
which were presented in Table 2.1. Karthikeyani et al. (2012) adapted SVM with RBF kernel

on Pl dataset. The PID dataset, comprised of 8 factors and 768 respondents having 268 diabetic

patients. The dataset contained some meaningless value replaced these values with mean. They
adopted SVM to predict diabetes patients and achieved 74.80% ACC. The same authors applied
partial least square (PLS) as a feature selection (FS) method and extracted 3 factors out of 8
(Karthikeyani et al., 2013). They adapted LDA to classify and predict diabetes and obtained
74.40% ACC. Kumari and Chitra (2013) also applied SVM classifier along with RBF kernel to
predict diabetes disease. They had been selected 460 observations for analysis after excluding the
meaningless observations from the dataset. They took 200 observations as a training set and rests
were used as test/validation set. They indicated that 75.50% ACC was obtained by SVM. A
study on diabetes was conducted by Parashar et al. (2014). They selected 2 factors out of 8 using
LDA and adapted two classifiers as SVM and FFNN and 75.65% ACC was achieved by SVM.
Bozkurt et al. (2014) also used two ML-based systems as AIS and ANN to classify diabetic
patients. It was noted that ANN gained a higher ACC of 76.00% compared to AIS. lyer et al.
(2015) applied two ML-based models as NB and DT to classify of diabetes which contained

missing values, were imputed by mean. Using correlation-based FS, 2 features out of 8 were
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extracted and they demonstrated that 74.79% ACC was achieved by DT. Two ML-based models
as MLP and BN were applied by Kumar Dewangan and Agrawal (2015) for diabetes prediction,
where, the best ACC of 81.19% was obtained by MLP. Bashir et al. (2016) presented HM-Bag-
Moov-based method to classify diabetes and compared it performances along with different ML-
based classifiers (i.e.,NB, SVM, LR, QDA, KNN, RF, and ANN). They demonstrated the highest
ACC (77.21%) was obtained by HM-Bag-Moov-based method. A study J48-based algorithm
was proposed for prediction of diabetes by Sivanesan et al. (2017) and achieved 76.58% ACC.
Another study, 4 ML-based classifiers as NB, LR, J48, and RF were implemented by Nabi et al.
(2017) and 80.43% ACC was obtained by LR. Maniruzzaman et al. (2017) implemented
LDA, QDA, NB, and GP-based classifier to classify diabetic patients. It was noted that the
largest ACC of 81.97~82.00% was given by GP-based classifier. Zou et al. (2018) conducted a
study on the classification of diabetes disease. The diabetes dataset contained 14 attributes and
220680 patients (69% diabetic patients). Two FS methods (PCA vs. mRMR) were implemented
for dimension reduction. They also implemented 3 prediction models (DT, NN, and RF) for
prediction of diabetes and validated that the highest ACC of 80.84% was achieved by RF.Ahuja
et al. (2019) propose a ML-based technique followed by the combination of LDA-based FS and a
classifier out of 5 (SVM, MLP, LR, RF, and DT) provides better results. Missing values were
substituted with median and they used LDA-based FS to pick the most important features. It was
demonstrated that 78.70% ACC was obtained by LDA-MLP. Sisodia et al. (2018) applied SVM,
NB, DT for diagnosis of diabetes and NB obtained 76.30% ACC. Yu et al. (2010) introduced
SVM-based classifier on 6214 respondents (23.51% diabetic patients) while the dataset,
extracted from 1999-2004 NHANES. They optimized the kernel among 4 kernels as linear,
polynomial, sigmoid, and RBF using ACC. They the maximum ACC of 83.50% was given by
SVM. Semerdjian et al. (2017) extracted 5515 individuals from the 1999-2004
NHANES diabetes dataset. The most significant diabetic risk features were extracted using RF.
Furthermore, 5 prediction models based classifiers as LR, KNN, RF, GB, and RF were adopted
and GB-based model gave AUC of 0.84. Mohapatra et al. (2019) showed that MLP-based
classifier can correctly classify (77.50% ACC) diabetic patients. Pei et al. (2019) indicated that
94.20% ACC was obtained by DT.
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Table 2.1. Previous studies of diabetes dataset in literature.

Authors Year Dataset DS FS method Classifiers ACC (%)
Karthikeyani et al. 2012 PID 768 NA SVM 74.80
Karthikeyani et al. 2013 PID 768 PLS LDA 74.40
Kumari and Chitra 2013 PID 460 NA SVM 75.50
Parashar et al. 2014 PID 768 LDA SVM, FFNN 75.65
Bozkurt et al. 2014 PID 768 NA AIS, ANN 76.00
Iyer et al. 2015 PID 768 CFS DT,NB 74.79
Kumar et al. 2015 PID 768 None MLP.BN 81.19

e PID 768 NB.SVM.LR,QDA.KNN, 77.21
Bashiret al. 2016 NA RF. ANN, HM-Bag Moov
Sivanesan et al. 2017 PID 768 NA J48 76.58
Meraj Nabi et al. 2017 PID 768 NA NB. LR, J48.RF 80.43
Maniruzzaman et al. 2017 PID 768 NA LDA, QDA,NB, GPC 81.97
Zou et al. 2018 Diabetes 220680 PCA.mRMR DT.NN.RF 80.84
Ahuja et al. 2019 PID 768 LDA SVM.MLP LR, DT, RF 78.70
Sisodia et al. 2018 PID 768 NA SVM., NB.DT 76.30
Yuetal. 2010 NHANES 06314 NA SVM 83.50
Semerdjian et al. 2017 NHANES 5515 RF LR, KNN, RF. GB, SVM AUC:0.84
Mohapatra et al. 2019 PID 768 NA MLP 77.50
Pei et al. 2019 Diabetes 10436 CS DT 94.20

DS: Data size; ACC: Accuracy; AUC: Area under the curve; LDA: Linear discriminant analysis: NA: Not Available; CFS:
Correlation feature selection: PCA: Principal component analysis: mRMR: Minimum redundancy maximum relevance: RF:
Random forest:; CS: Chi-square; SVM: Support vector machine; FFNN: Feed-forward neural network; AIS: Artificial immune
system: DT: Decision tree; NN: Neural network; MLP: multilayer perceptron; LR: Logistic regression; NB: Naive Bayes; BN:
Bayes net; QDA: Quadratic discriminant analysis; KNN: K-nearest neighborhood; HM-Bag Moov: Hierarchical Multi-level
classifiers bagging with Multi-objective optimized Voting; GPC: Gaussian process classification; GB: Gradient boosting; PID:
Pima Indian diabetes; NHANES: National Health and Nutrition Examination Survey. Bold value indicates proposed method
results

2.3 Colon Cancer Dataset

A lot of work had been done in the previous studies of cancer data in the literature that are
showed in Table 2.2. Four sets of algorithms (GSA, BCGA, RCGA, and PSO) were applied for
the prediction of cancer patients by Kumar et al. (2012), where, the cancer dataset extracted from
PubMed and comprised of 2000 biomarkers and 62 respondents having 40 cancer patients. They
confirmed that the maximum ACC of 58.70% was achieved by GSA. Shen et al. (2008)
implemented 3 classifiers like HPSOTS, PTS, and PPSO for the classification of cancer patients.
The largest ACC of 89.55% was obtained by HPSOTS-based model. Alladi et al. (2008)
extracted topl0 biomarkers out of 2,000 using t-test (p- value<0.05). About 80% dataset was
taken as a training set and remaining of the dataset as a test set. 3 sets of classifiers (LR, NN,

and SVM) were also adopted and 85.80% ACC was obtained by SVM. Vanitha et al. (2015)
extracted 3 significant biomarkers/genes using MI and also implemented 3 sets of classifiers (k-
NN, NN, and SVM) for cancer risk prediction and the highest ACC of 74.19% was achieved by
SVM. Sun et al. (2006) implemented DWT to extract biomarker; they also implemented PNN for
cancer risk prediction and obtained 92.00% ACC. Chen et al. (2007) proposed a MK-SVM
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method as a FS and classifier. They adopted MK-SVM to cancer risk prediction, where, 11
differential expressed genes were extracted by MK-SVM and obtained 93.50% ACC. Three
types of pathway biomarker datasets KEGG, Biocarta, and Reactome was used by Liu and Gao
(2018). The risk biomarker had been identified based on entropy (p-values<0.05) and they
extracted 190 biomarkers out of 205 for KCGG 197 out of 2017 for Biocarta, and 644 out of
1068 for Reactome datasets. They adopted SVM for biomarker risk prediction of diabetes and
obtained the largest AUC of 96.00.

Table 2.2. Previous studies of cancer dataset in the literature.

Authors Year DS FS method Classifier Protocols  ACC (%)
Kumar et al. 2010 62 NA GSABCGA, RCGA, PSO JK 58.70
Shen et al. 2008 62 NA HPSOTS, PTS, PPSO NA 89.55
Alladi et al. 2015 62 t-test LR, NN, SVM K10 85.80
Vanitha et al. 2015 62 MI KNN, NN, SVM JK 74.19
Sun et al. 2006 62 DWT PNN JK 92.00
Chen et al. 2007 62 MEK-SVM ME-SVM JK 93.50
Liu and Gao 2018 --  Entropy SVM JK 96.00

DS: Data size; FS: Feature selection; MI: Mutual information; DWT: Diserete wavelet transformation; MK-SVM:
Multiple kernel support vector machine; GSA: Gravitational search algorithm: BCGA: Binary coded genetic
algorithm: RCGA: Real coded genetic algorithm: PSO: particle swarm optimization (PSO); HPSOTS: Hybrid
particle swarm optimization; PTS: Pure tabu search; PPSO: Pure particle swarm optimization;: PNN: Probabilistic
neural network. Bold value indicates the proposed method results.
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3.1 Introduction

In this chapter, we discussed different feature selection (FS) techniques, machine learning (ML)-
based techniques, data partitioning, and model performance evaluations. There are different FS
methods as PCA, FDA, ANOVA, M1, LR, RF and different statistical tests (t-test, WCSRS test,
F-test) are used to identify the relevant factors as well as different ML-based techniques as:
LDA, QDA, NB, AB, DT, RF, ANN, SVM, GPC. These are briefly discussed as follows:

3.2 Feature Selection Techniques

3.2.1 Principal Component Analysis

PCA is one of the popular dimension reduction technique in ML/statistics (Shrivastava et al.,
2016). The calculation steps of pooling-based PCA algorithm are given below:
1. Compute the mean vectors for every features as follows:

1
=—X"1 (3.1)

u(Kx ])_ N
Here, X is a data matrix with dimensions NxK; where, N is total no. of observations,
K is the total no. of factors, and I is identity vector of 1's of size Nx1.

2. Subtract the mean vectors from data matrix to make normalize the data as

B(NXK):X‘H (32)
3. Compute the variance-covariance matrix using the formula
1
Q(KXK) N

4. Compute the eigenvalues (A;,A,,...,Ap) and eigenvectors (el, e .,ep)from the variance

yaee
variance-covariance matrix (Q).

5. Rank the eigenvalues from the largest to smallest and also rank the corresponding
eigenvectors in the same order.

6. Take the number of PC’s (r) that satisfies the following criterion:

g (3.4)
M '

Where,G is the cutoff point varying from 0.90 to 0.99.

7. Calculate the contribution of each factors based on the following formulae
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CH=Z|ehn| ; n=1,2,...,P (3.5)
z=1

Where,e,,,, indicates the n™ entry of e, which is the h'h eigenvectors, n=1, 2,...,P. Select the
factors after sorting c, from the largest to smallest that will be given the significant factors (r)

(without modifying original factors).

3.2.2 Analysis of Variance

The aim of ANOVA test is perform test whether or not all the different classes of Y have the
same mean as X. (Elssied et al., 2014). ANOVA test is conducted based on the following
notations:

N;=Number of classes with Y=j.

i.= The sample mean of the predictors X for the target variables Y=j.
]

sz =The sample variance of the predictors X for the target variables Y=j:

. 2
§2 z (Xin) (3.6)

Nl
. 2}11 N;Xj C e
p= The overall mean of the predictors X: p= — The test statistic is

2
LN (o)
__ (D (3.7)
T (N-DS;?
(N-1)
Which follows F-distribution with (J -l)and (N-l) degrees of freedom respectively.

The p-value is calculated based on the F-statistic as follows: Prob. {F (J-1, N-1)>F}

3.2.3 Fisher’s Discriminant Ratio

Fisher discriminant ratio (FDR) is used to extract the most informative factors in that way which
have high within-class distance and small between-class distance (Shrivastava et al., 2017). The

general calculation steps of FDR are given as:

1. Calculate the sample mean vectors K for different classes:

N
1
u-=—Z X, :j=1,2. (3.8)
: NjXEDj
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2. Compute the within class scatter matrix S,, by the following formula:

Sw ZS, where, ;= Z Xu Xu (3.9
XeD;
3. Also compute the between-class scatter matrix Sy as follows:
S5= ) N(w-w(e)' (310
=1
Where, p is the overall mean vector, n is the jth sample mean vectors and N; is total no. of
classes.
4. Finally, the FDR is calculated as follows:

FDR=SSp (3.11)
5. Compute the eigenvalues (A,,A;,...,Ap) and the corresponding eigenvectors (e,,e,,...,ep) for

the scatter matrices of FDR.

6. Rank the eigenvectors from the largest to lowest and choose the K eigenvectors with the
the largest eigenvalues to form a Px K dimensional weighted data matrix W.

7. Use this Px K eigenvector matrix to transform the samples into the new subspace as:
Y=XW (3.12)
Where, X is a Nx P -dimensional matrix representing the N samples, and Y is the

Nx K dimensional samples in the new spaces.

3.2.4 Mutual Information

Mutual information (MI) is also used to detect a subset of the most informative factors/features
(Peng et al., 2005). It can easily the handle the over-fitting problems and detect the dominant

factors based on MI. For two discrete variables x and y, MI (X, y) is defined as

p(xi,)
MI (x, y)= Z X;»Y, logm (3.13)

Where, p (X, y) is the joint pdf of x and y; p (x)and p(y)are the marginal pdfofx and y.
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3.2.5 Logistic Regression

Logistic regression (LR) is a supervised learning that is adapted to forecast the probability of
dichotomous response variable (1/0) based on discrete/continuous predictors. If Y is a
dichotomous response variable (1/0) and X s the set of all predictors, then their linear

combinations can be written as:

K

logit (P)=log, <%}) - Z BX; (3.14)
Where, P. is defined as the probability for Y=1 (yes) I;id 1-Pj (no)when Y=0. B;s (i=0,1,..,.K)
are the unknown parameters is the total no. of predictors and X,=1. We estimate the parameters
based on MLE and take exponent of parameters to get odds ratio (OR). One can easily test the
parameters /OR’s based on normal test and detects the corresponding factors whose p-
values are less than 0.05. After estimating the regression parameters, one can easily calculate
probability of outcome variable (1/0) based on predictors and select the cutoff of point values
that yields the highest classification accuracy. If the calculated probability value is superior to

the cutoff of point, it goes to one class (yes) and vice-versa (Tabaei and Herman, 2002).
3.2.6 Random Forest

Random forest (RF) implement as a FS while the rules of classification are formulated. Two
importance measurements methods are used for variable selection as (i) Gini importance index
(GIM), and (ii) permutation importance index (PIM) (Hasan et al., 2016). PIM index is used
to order the features while RF selects the best combination of features for classification (Hasan

et al., 2013). These reduced features are used for classification.

3.2.7 Wilcoxon Sign Rank Sum Test

Wilcoxon sign rank sum (WCSRS) test is used to decide whether two population mean ranks are
differed or not. Let x;;and x,; (i=1,2, 3,...,n) be a set of two measurements. In 1% step,
compute the absolute difference between two measures (]x,.-x;i|) and calculate their sign as
sgn|X,.-xyi|. If [x,,-x;;|=0, then we are excluded this pairs from the final analysis and the sample

size is reduced (n,).
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The, the pair is ordered in ascending order of absolute difference. The test statistic is

W:ZIiirl [Sgnlx2i_xli|' Rl] (315)
3.2.8 t-test
The t-test is used to show the difference between two group’s means (disease vs. control)

while the data follows normal populations with unknown variance. The test statistics is

|u11u21 _123

\/:h j; (3.16)

Where, p,. and p,. are the mean of the two groups: disease vs. control; s?. and s3; are the variance
i 2i 1 1
of disease and control class; n,:total no. of disease and n,: total no. of control groups. The above

Eq. (3.16) follows t- distribution with (n,+n,-2) df.

3.2.9 Kruskal-Wallis Test

Kruskal-wallis (KW) test is used when data violates the normality assumptions (Sawilowsky,
1990; Nahm, 2016). If n; and n, are the no. of the two groups as disease vs. control; R;: Sum of

the ranks of disease and R, are the sum of the ranks of control. Then the test statistic is

[Rl ; ] 3(nt) (3.17)

n(n+1) nj

This follows chi-square distribution with 1 degree of freedom.

3.3 Machine Learning Techniques

3.3.1 Linear Discriminant Analysis

Linear discriminant analysis (LDA) is a generalization of Fisher LDA that is used in ML or St
atistics (Fisher, 1936). It is used to classify the objects into two/more than two classes which
have common variance-covariance matrix (3) (Jain et al., 2000). The aimed of LDA s
to classify in such a way that maximizes between classes and minimizes within classes. The

mathematical formula of LDA is written as:

Xy (XX) =5 (XX)TY ! (KX)> d (318)
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Where, X is data matrix, X,and X is the mean vectors for two groups (disease vs. control), and
d is the cutoff of point of decision boundary. The value of d may be zero, >0 or <0. If the value
of d=0, classes are similar and If d>0, then it is classified objects into disease and vice-versa.

3.3.2 Quadratic Discriminant Analysis

QDA is an extension of LDA that is used to classify the objects into two/more classes by
quadratic that does not assume equal variance-covariance matrices amongst the groups (Jain et
al., 2000) and mathematical formula of the QDA can be expressed as:
X' (- hx+2 (xiz; -quzf) X- lxqzz';x‘z-xfzfx‘ﬁlog <@>l >d (3.19)
%]

Where,},, and ), are the sample covariance matrices for two groups (disease vs. control),

_ _T
X? and X, is the transpose of the mean vector for disease and control group.

3.3.3 Naive Bayes

Naive Bayes (NB)-based classifier is a family of simple probabilistic classifiers based on Bayes’
theorem (Webb et al., 2005). The Bayes theorem states as follows:

P(y) mi, P(xily)
n?=1P(Xi)

P(Y‘Xla'"axn) = (320)

Where, P(y|x;) and P(x;|y) is the conditional probability of y given x; and x; given y; P(y)and P(x)
is the marginal probability of y and x; « is the product symbol. The probability of given set of

inputs (x;)for class variable (y)and the mathematical model can be expressed as:

o n
y=argmax _P(y) m, P(xily) (3.21)

3.3.4 Adaboost

Adaboost (AB) is a ML-based technique that was known as out-of-the-box classifier, introduced
by Freund and Schapire 1996 (Hu et al., 2008) and received the golden award in 2003. It is
utilized to combine with various types of algorithms to improve the efficiency of the classifier. It

is quite sensitive for handling noisy data, outliers, and over-fitting problems.
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3.3.5 Decision Tree

Decision tree (DT) is a ML-based model, was used in both in regression and classification
(Quinlan, 1986). Three steps of DT as (i)make a tree with its nodes as input features; (ii)
Extract features for prediction which gives the highest information gain;(iii) repeat the above
steps to form sub trees based on features which was not used in the above nodes.

3.3.6 Random Forest

Random forest (RF) is a supervised learning that was proposed by Breiman in 2001 (Breiman,
2001). The steps of RF as (i)divide the given dataset into two parts as training set and test or
validation set. Create another dataset based on training set using bootstrapping method; (ii)
Construct a DT for every sample and calculate the prediction result for each DT; (iii) Also
compute the vote for each prediction result; (iv) Choose the highest votes that belongs to the

label of classification and compute classification accuracy.

3.3.7 Artificial Neural Network

One of the popular methods in ML is artificial neural network (ANN) that is brain-inspired
device designed (Shah et al., 2019). ANN comprises of input and hidden layers. The hidden layer
also comprise of units that convert the input into anything that can be used by outlier layer.
We have used Back-propagation algorithm for training ANN. Further, we have used various

number of hidden layers; ranging from 1 to 50 for getting better performance (Shah et al., 2019).

3.3.8 Support Vector Machine

Support vector machine (SVM) is a ML-based method that was introduced by Cortes and
Vapnik in 1995 (Cortes and Vapnik, 1995). Suppose that the dataset S consists of a sets of

input observations X ,X,,.....x,€X and class labels y ,y,,....,y €y associated with the observation.

1
A separating hyper plane learn a function f:X—y from S used to predict the class label for any new
observation Xx€X by f(x)and classified as ye{-1,+1}. Then a separating hyper plane has the
property that W'X+b>0 if y=1 and W'X+b<0 if y=-1 (Figure 3.1). SVM uses kernel trick

while the data does not linearly separable for the purpose. The kernel function

may be likely linear, polynomial, sigmoid, radial, and so on.
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Figure 3.1. Hyper plane separating two classes.

3.3.9 Gaussian Process Classification

Gaussian process (GP) is a ML-based system that is mainly used for prediction both of
classification and regression. It is a set of random variables that has a Gaussian distribution. It is
also specified by mean and covariance function (Brahim-Belhouari, 2004; Rasmussen, 2004). It

is mathematically defined as follows:

f~GP (m (x), K(x, x1)) (3.22)
Where, m (x):the mean vector of x and K(x, x¥): Kernel function defined as
K(x, x")=E {(x-m(x)) (XT-m(xT))}. (3.23)

3.4 Data Partitioning

Partitioning of data is well-known as cross-validation (CV) protocol. The provided dataset
divided into 2 sets as (i) training set and (ii) test set. There are lots of protocols K2, K5, K10, etc.
that is utilized to minimize the variability of data. The 10-fold CV protocol is divided the given
dataset into 10 equivalent parts of the provided dataset, while the 9 parts are treated as training
set and remaining as a test set. The term K10 designates the total no. of CV-
based protocol during ML-based system. Similarly, K4, and K5, CV-based protocols based on

percentage Of the training set as 75%, and 80% while remaining parts are treated as a test set.
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3.5 Model Performance Evaluations

The performances of model based classifiers are evaluated based on accuracy (ACC), sensitivity
(SE), specificity (SP),positive predictive value (PPV),negative predictive value (NPV). These
evaluations criterion are computed using true positive (Tp), true negative (Ty), false positive

(Fp) , and false negative (Fy) which are defined as follows:
Accuracy

It is the ratio of the sum of the true positive and true negative to total no. of population that can
be presented as:

Tp+Ty

0 =l
ACC () (TP+FN+FP+TN

) %100 (3.24)
Sensitivity
It is the ratio of the true positive condition to the predicted condition is positive that can be

presented as:

Tp
o =
SE (%) <Tp+FN> %100 (3.25)
Specificity
It is the ratio of the negative condition to the predicted condition is negative that can be presented
as:
SP(‘V)=< Fe )xloo (3.26)
¥ \FptTy '

Positive predictive value
It is the ratio of the predicted positive condition to the true condition is positive that can be
presented as:

Tp
Tp+Fp

PPV (%) = ( ) x100 (3.27)
Negative predictive value

It is the ratio of the predicted negative condition to the true condition is negative that can be presented
as:

TN
FN+Ty

NPV (%) = ( ) %100 (3.28)
F-measure
It is the harmonic mean of recall and precision that can be presented as:

2Tp

o =l
M (%) <2TP+FP+FN

)XIOO (3.29)
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Chapter 4 Prediction of Diabetes Disease using Machine Learning
Paradigms

4.1 Introduction

Diabetes is the 12" leading cause of death globally (Lopez et al., 2006). It is a collection of
metabolic disorders that are identified by elevated blood sugar levels (Lonappan et al., 2007;
American Diabetes Association, 2010; Sarwar, et al., 2010). It may lead to various complicated
long-term disease as stroke, kidney failure, heat attack, blood vessels, and nerves (Nathan,

1993; Krasteva et al., 2011). Globally, 108 million people were affected by diabetes in 1980,
exceeding 285 million in 2009, 366 million in 2011,382 million in 2013, 422 million in 2014
(Risk, 2016), 425 million in 2017, 463 million in 2019. This amount will be expected to exceed
578, 642, and 700 million in 2030, 2040, and in 2045 (Zimmet et al., 2016; Saeedi et al., 2019).
Additionally, about 1.6 million individuals died directly from diabetes (Bharath et al., 2017). It is
noted that the incidence of diabetes and subsequent death have been increased globally day by
day. Three types of diabetes can be distinguished: type | (T1D), (ii) type Il (T2D) and (iii)
gestational diabetes (Danaei et al., 2011). T1D is usually found in young adults below 30 years
of age which are connected with polyuria, thirst, chronic malnutrition, losing weight, change in
vision and fatigue (lancu et al., 2008). T2D happens in adults over the age of 45. T2D is also
related to obesity, high blood pressure, dyslipidemia, arteriosclerosis, and so on (Robertson et al.,

2012). Generally, pregnant women are affected by gestational diabetes.

The handling of diabetic data is a complicated task since most of the healthcare data have
missing values, correlation-based structure, nonlinear, non-normal, the course of dimensionality,
and complex in nature (Maniruzzaman et al., 2017). ML-based systems have dominated in the
field of medical healthcare (Srivastava et al., 2018; Shakeel et al., 2018; Bauder et al., 2018;
Shah et al., 2019) and medical imaging (Deniz et al., 2018; Ashour et al., 2018;Banchhor et al.,
2018). Furthermore, ML-based models may be used as both FS techniques and classifiers. It
helps the doctor community for correctly diabetes risk prediction. Various ML-based systems as
LDA, QDA, NB, SVM, ANN, FFNN, AB, DT, J48 RF, GPC,LR,and so on have been

commonly used for the identification and prediction of diabetes (Zhao et al., 2014; Bashir et al.,
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2016; Maniruzzaman et al., 2017; Sisodia, 2018; Ahuja et al., 2019). The overview of the
proposed ML-based framework has been presented in Figure 4.1. We believe that the
combination of LR-based FS method with 4 classifiers will accurately classify of diabetes. Four
applicable and relevant ML-based models as NB, DT, AB, and RF have adopted for prediction of
diabetes disease. The goal of this study (Chapter 4) was to use LR-based FS model for the
identification of risk factors of diabetes as well as propose a ML-based classifier for diabetes
prediction.

| Diabetic Data \

Y
P —
—_ Data Cleaning ;

'

( Feature Extract}«=— FS Types: LR

+ Drop Unusual Obs.
» Drop Missing Value

i

L
| K2, K5,K10 —»{ CV Protocol | Classifier Types
NB
DT
AB
RF

Y

— 'q 3 n ™,
| Training/ Test —( Machine Learning j«—

.+ 8 =

Y
| Predicted Class |

|

Figure 4.1. Overview of the proposed ML-based framework.

4.2 Materials and Methods
4.2.1 Dataset

The diabetes dataset, comprised of 9858 respondents having 760 diabetic respondents, derived
from the 2009- 2012 National Health and Nutrition Examination Survey (NHANES), USA. The
Respondents were identified as diabetic if they were met with at least one of the following criteria
: plasma fasting glucose>126mg/dl, serum glucose>200 mg/dl; glycohemoglobin >6.5%. After
excluding the missing values, the dataset consisted of 6561 respondents with 10% diabetic

respondents.
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4.2.2 Statistical Analysis

The baseline characteristics of the study population were presented as mean £+ SD for continuous &
number (percentages) for categorical variables, respectively. Differences in variables between
diabetic patients and control were analyzed by independent paired t-test for continuous and Chi-
Square test for categorical variables. The demographic and clinical characteristics of the diabetic
patients have been described in Table 4.1. All of the tests were two-tailed and considered as the
significant factors whose p-values were less than 0.05. Data were analyzed using Stata  version
14.10 and R-i386 3.6.1. The training/test set paradigm of the entire ML-based system has been

shown in Figure 4.2.

‘ Diabetic Dataset |
|
y | v
Training Set | Testing Set
¢ | FS Types: LR
. |
FS Types: LR |—»{Feature Extract) i ( Feature Extract }e—
|
CV Protocol: i
Classifier Types: K2, K5, K10 |1
NB, DT, AB, RF v . [ CV Protocol: Classifier Types:
|
|—5(Training Classifier | K2, K5, K10 NB, DT, AB, RF
I -
Ground Truth L i \ v
Labels Estimate Training ;:_’.[ Testing Classifier j._
Coefficients ! ¢
|
| | Predicted Class |
|
|
| _-_ Ground Truth
! Labels
|
. [ ACC, SE, PPV, NPV, FM, AUC |
N YRERN J
. e V. v
Offline Classification System Online Classification System

Figure 4.2. The training/testing set paradigm of the ML-based system.
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4.3 Results and Discussion

4.3.1 Baseline and Demographics of the Respondents

The baseline and clinical information of patients were presented in Table 4.1. There is a total of
10% respondents out of 6561 are diabetic patients. The average ages of the respondents were
47.18 £16.79 years. There were about 361 (55%) male diabetic patients with average age
59.85+13.22 years. It was observed that all factors were highly statistically (p<0.001) associated

with diabetes.

Table 4.1. Baseline and clinical characteristics of respondents.

Factors Overall (6561) Diabetic (657) Control (5904) p-value!
Age (years) 47.18 £+ 16.79 59.85+ 13.22 45.77+ 16.56 <0.001
Gender, male n (%) 3257 (49.64) 361 (54.95) 2896 (49.05) <0.001
Race. white n (%) 4474 (68.19) 400 (60.88) 4074 (69.00) <0.001
Education, college n (%) 3994 (60.87) 337 (51.29) 3657 (61. 94) <0.001
Marital Status, married n (%) 4132 (62.98) 409 (62.25) 3723 (63.06) <0.001
Occupation, working n (%) 4084 (62.25) 272 (41.40) 3812 (64.57) <0.001
Weight (kg) 82.48 + 21.24 92.40 + 25.17 81.38 + 20.47 <0.001
Height (m) 1.69 +0.10 1.68 £0.11 1.69 £0.10 <0.001
BMI (kg/m?) 28.78 + 6.65 32.70 £ 8.10 28.34 £ 6.32 <0.001
Systolic BP (mm Hg) 120.86 + 16.96 128.30 + 19.42  120.04 + 16.46  <0.001
Diastolic BP (mm Hg) 70.24 + 12.32 68.37 + 14.05 70.46 +12.10 <0.001
Direct cholesterol (mg/dL}) 1.37 £ 0.42 1.24 +0.35 1.38 £ 0.42 <0.001
Total cholesterol (mg/dL) 5.07 £1.05 4.80 +1.15 5.10 £ 1.04 <0.001
Physical activity, yes n (%) 3497 (53.30) 249 (37.90) 3248 (55.01) <0.001

!p-value is obtained from an independent t-test for continuous and a Chi- square test for a categorical variable.

4.3.2 ldentification of Risk Factors of Diabetes

Table 4.2 presented that identification the risk factors of diabetes based on LR. It was found that
age, education, BMI, SBP, DBP, direct cholesterol, and total cholesterol were considered as signi

ficant factors for diabetes (p-value<0.001).
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Table 4.2. Identification the risk factors of diabetes using logistic regression.

95% CI for OR

Factors OR p-value

Lower Upper
Age (years) 1.055 =0.001 1.047 1.064
Gender
Female (Ref) 1.000
Male 1.270 0.086 0.967 1.670
Race
Black (Ref) 1.000
Hispanic 0.746 0.206 0470 1.167
Mexican 0.858 0465 0.567 1.290
Other 1.109 0.623 0.732 1.670
White 0469 0.263 0.358 0619
Education
8th Grade (Ref) 1.000
9 - 11th Grade 0.577 0.005 0394 0844
College Grad 0.641 0.019 0.441 0.932
High School 0.746 0.010 0526 1.060
Some College 0.786 0.030 0.559 1.112
Marital Status
Divorced (Ref) 1.000
Live Partner 0.562 0.240 0335 0915
Married 0.780 0.083 0.591 1.038
Newver Married 0.600 0112 0404 0.887
Separated 0.985 0.957 0.552 1.709
Widowed 0.541 0.162 0.368 0.796
Occupation
Looking working (Ref) 1.000
Not working 1.061 0.838 0619 1932
Working 0.776 0371 0457 1.402
Weight (kg) 0974 0.135 0.940 1.008
Height (m) 1.029 0.155 0.989 1.072
BMI (kg/m?) 1.170 0.002 1.061 1292
Systolic BP (mm Hg) 1.007 0.007 1.002 1.013
Diastolic BP (mm Hg) 0994 0.080 0986 1.001
Direct cholesterol (mg/dL) 0510 =0.001 0.381 0678
Total cholesterol (mg/dL}) 0.809 =0.001 0.738 0.883
Physical activity
No (Ref) 1.000
Yes 0.906 0319 0.747 1.099

Ref: Reference.

4.3.3 Effect of Keeping Data Size Fixed on Performance of ML-based System

The effect of keeping fix data size (n=6561) on accuracy of 4 ML-based classifiers over 3 CV
protocols were presented in Figure 4.3. It was also presented that the ACC of 4 ML-based
classifiers have been increased with increasing the number of CV protocol (K2 to K5, to K10). It
was also noted that the highest ACC of 94.25% was provided by RF-based classifier for K10
protocol (see Table 4.3). Furthermore, the highest SE, PPV, NPV, and FM were also supported
by RF- based classifier for K10 protocol (see Table 4.4).
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Figure 4.3. Effect of keeping data size fixed on accuracy (%) of 4 classifiers for 3 protocols.

Table 4.3. Comparison of accuracy (%) of 4 classifiers for 3 protocols.

Classifier Protocol types

types K2 K5 K10
NB 86.42 86.61 86.70
DT 89.90 89.97 89.65
AB 01.32 02.72 02.93
RF 93.12 94.15 94.25

Bold values indicate the result of proposed method.

Table 4.4. Four performance evaluation parameters of 4 classifiers for 3 protocols.

Protocol Classifier Performance evaluation parameters (%)
types Types SE PPV NPV FM
NB 02.11 02.75 33.16 02.43
K2 DT 09.12 00.56 37.28 04.64
AB 06.04 04.42 57.91 05.22
RF 99.56 93.25 89.98 96.30
NB 02.05 03.02 33.71 02.53
K5 DT 09.18 00.59 38.00 04.68
AB 96.60 05.39 64.93 05.99
RF 99.54 94.29 91.53 96.84
NB 02.13 02.74 34.08 02.43
K10 DT 00.48 00.06 40.25 04.52
AB 06.81 05.40 67.49 06.09
RF 99,57 94.34 92.59 96.88

Bold values indicate the result of proposed method.
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4.3.4 Effect of Varying Data Size on Performance of ML-based Systems

The effects of varying data size on the efficiency of ML-based models for 3 CV protocols were
presented in Figure 4.4. We have separated the training data size into 10 parts as 656, 1312,
1968, 2624, 3281, 3937, 4593, 52459, 5905, and 6561. We have trained the 4 ML-based models
on these training datasets and computed their ACC for 3 CV protocols. It was noted that at least
70% respondents (4593) were needed for the net generalizations. Figure 4.4 also showed the
ACC of 4 ML-based classifiers were increased with increasing in data size and RF-based system
was achieved better performance compared to others. The system ACC of 4 classifiers
with varying data sizes for K2 protocol were presented in Appendix Al: Table Al.1, K5 protocol
in Appendix Al: Table A1.2 and K10 protocol in Appendix Al: Table A1.3. Then we have
computed the system mean ACC by averaging ACC of 4 classifiers over varying data sizes for 3
CV protocols which were shown in Table 4.5. It was also indicated that RF-based classifier was

performed better compared to others.
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Figure 4.4. Effect of accuracy over varying data size (n) for 3 CV protocols. (a) K2 protocol;
(b) K5 protocol; and (¢) K10 protocol.

Table 4.5. Systems mean accuracy (%) of 4 classifiers for 3 partition protocols.

Protocol Classifier types

types NB DT AB RF
K2 86.67 89.52 00.79 02.54
K5 86.61 80.28 00.58 02.33
K10 86.24 80.38 01.08 02.75

Bold values indicate the result of proposed method.

4.3.5 Receiver Operating Characteristics Analysis

The ROC is a graphical procedure that is plotted based on sensitivity vs. ‘1-specificity’. The
ROC curves of 4 classifiers for 3 partition protocols were presented in Figure 4.5. It is observed
that the higher AUC of 0.95 was obtained by RF-based classifier for K10 protocol compared to

others and the corresponding AUC values were presented in Table 4.6.

Table 4.6. Comparison of AUC of 4 classifiers for 3 CV protocols.

Classifier Protocol types

types K2 K5 K10
NB 0.80 0.81 0.82
DT 0.78 0.78 0.78
AB 0.86 0.89 0.90
RT 0.91 0.94 0.95

Bold values indicate the result of proposed method.
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Figure 4.5. ROC curves of 4 classifiers for 3 CV protocols: (a) K2 protocol; (b) K5 protocol and
(c) K10 protocol.
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4.3.6 Validations of the Proposed ML-based System

To validate our proposed method of this study (Chapter 4), liver dataset was used, taken from
UCI data repository (Ramana et al., 2012). The dataset consisted of 10 factors as well as 583
respondents having 416 liver patients. Our findings illustrate that RF-based system gave ACC of
70.59% (see Table 4.7) compared to others which was validated to our proposed (RF) method.

Table 4.7. Validation of the proposed (RF) method for liver dataset.

Classifier Protocol types

types K2 K5 K10
NB 55.85 55.38 55.21
DT 66.83 67.29 67.62
AB 69.24 69.6 70.45
RF 70.42 70.44 70.59

Bold values indicate the result of proposed method.

4.4 Summary of the Chapter
In this section, Chapter 4 is summarized as:
1. Data:
e Extraction: Extract the diabetes dataset into a dta (Stata) format from NHANES.
e Data cleaning: Drop the missing values and unusual observations from the analysis.

e Feature extraction: Extract 7 high-risk factors of diabetes using LR.

2. Modeling:
¢ CV protocol: 3 CV-based (K2, K5, and K10) protocols were used.

e Model selection: Apply 4 classifiers as NB, DT, AB, and RF for diabetes prediction.

3. Model performance evaluation:
e Metrics: Use ACC, SE, PPV, NPV, FM, and AUC for classifiers evaluations.
e Interpretation: Finding show that RF classifier performed better compared to others.

e Validation of proposed method: Liver dataset was used for validation of RF-based

classifier.
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Chapter 5 Accurate Risk Prediction of Diabetes based on Machine
Learning: Role of Missing value and Outliers

5.1 Introduction

Accurate classification is an essential and exhaustive issue for diagnosis and prognosis Of
diabetic (Barakat et al., 2010) since most healthcare data have missing values, correlation-based
structure, nonlinear, non-normal, the course of dimensionality, and complex in nature
(Maniruzzaman et al., 2017). The adequacy of ML-based systems is impaired when diabetic
data have missing value or outliers. Several ML-based models, such as LDA, QDA, NB, SVM,
ANN, FFNN, DT, J48, RF, GPC, LR, and KNN have been carried out for diagnosis and
monitoring of diabetes disease (Bashir et al., 2016; Maniruzzaman et al., 2017; Lee and Yoon,
2017). These ML-based classifiers are unable to accurately classify diabetes while data includes
missing values/outliers. As a result, ML-based classifiers do not achieve greater accuracy
(Cokluk et al., 2011; Baneshi et al., 2012; Leys et al., 2013; Zainuri et al., 2015; Maniruzzaman
et al., 2017). Outlier removal and the monitoring of missing values is a critical issue in statistics

and have never been neglected.

Previous ML-based models (Bashir et al., 2016) were ineffective since their models are
either (a) directly on the raw data without feature extraction or (b) on raw data without outlier re
moval or (c)without inserting replacing values for missing values or (d)simply filling missing
values with the mean. In addition, the replacements of outliers, measured by mean are very
sensitive (Manikandan, 2011). As a consequence, their ML-based models are unable to achieve
greater accuracy. Several authors have been attempted to substitute outlier or missing values, but
in the non-classification framework (Cokluk et al., 2011; Baneshi et al., 2012; Leys et al., 2013;
Zainuri et al., 2015;). Our methods are motivated by the spirit of these statistical measures
embedded in a classification framework. The accuracy of ML-based models may be improved
if one can be replaced the missing values and outliers by group median and median. Further, this
study proposes a ML-based system by selecting the combination of a FS method and a classifiers
from 6 FS methods and 10 classifiers. The hypothesis has been laid out in Figure 5.1, while the

diabetic input data has a two-stage for data preparation as replace (a) the missing value by group
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median and (b)outliers by median. The comparator helps in comparing the ACC, when the data

has (a)no missing values but has outliers (b) no missing values and no outlier. RF-based
classifier has adapted (Hasan et al., 2016) for both feature extraction and diabetic prediction.
In this study, we hypothesize that by (a) replacing missing values with group median and outlier
by median, and (b) using feature extraction by RF with the RF-based system yields the highest

accuracy.

‘ Group Median Tool ‘ ‘ Median Tool ‘
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issing Value . . ' [ Outlier Replacement : Diabetic Data :

Diabetic Data (Raw) Replacement H w Ic? E?:st:ﬁ D:’::ue] : by M:dian " (wlo Missing Value |
by Group Median : q | H and w/o Outliers '

v i i v

[ Machine Learning )‘q ‘ Statistical Classifiers H Machine Learning

Y Y

Risk Stratification ' Comparator H Risk Stratification
Accuracy ' : Accuracy
: v :

Hypothesis Validation

Figure 5.1. Data preparation of diabetic data by missing value replacement and outlier removal.

Thus, compared to the previous research, the following are the novelties of this present study:

(i) Establishing an ML-based method where the missing values can be replaced by group
median and outliers by median if there are outliers, while outliers can be tested based on
inter-quartile range (IQR).

(i) Optimizing the ML-based framework by choosing the best combination of a FS and a
classifier among the 6 FS approaches (RF, LR, MI, PCA, ANOVA, and FDR) and 10
classifiers (RF, LDA, QDA, NB, GPC, SVM, ANN, AB, LR, and DT).

(iii) Appling 5 sets of CV protocols (K2, K4, K5, K10, and JK) for the generalization of the
ML-based system and computed their performance parameters, namely ACC, SE, SP,
PPV, NPV, and AU. Reliability index (RI) and stability index are also used to check the
validity of our study.
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5.2 Materials and Methods
5.2.1 Dataset

The dataset, contained 768 female respondents with 21 years, having 268 (34.90%) diabetic and
has been extracted from UCI repository. The database had 5 zeros in glucose, 35 zeros in blood
pressure, 27 zeros in BMI, 227 zero in triceps and 374 zeros in insulin. We have divided the
dataset into 2 groups like diabetic vs. control, and these meaningless values were replaced by
group median. We have also checked the outliers/unusual observations by IQR and replaced
these outliers by the median if there exists outliers/unusual observations in the dataset.

Descriptions of the attributes and brief statistical summary were presented in Table 5.1.

Table 5.1. Demographics of the diabetic patient cohort.

Attributes Descriptions Attributes type’s Mean + SD
Pregnant  Number of times pregnant Continuous 3.84 £3.36
Glucose  Plasma glucose (2-hours) Contmuous 121.67 £30.46
Pressure  Diastolic blood pressure (nun Hg) Continuous 72.38 £12.10
Triceps Triceps skin fold thickness (mm) Continuous 25.08 £8.80
Insulin Two hours serum-insulin (u U/ml) Continuous 141.76 £89.10
BMI Body mass index (weight in kg/ (height in m)?) Continuous 32.43 £6.88
Pedigree  Diabetes pedigree function Continuous 0.47 £0.33
Apge Age (years) Continuous 33.24 £11.76

5.2.2 Machine Learning System

Figure 5.2 presented the concept of the overall ML-based system (proposed). This followed the
output of ML-based method while the input data was preprocessed by replacing the missing
values and outlier with groups median and median. The first phase is divided the diabetic data in

to two phases as training and test data. The following stage, extract features using 6 FS methods
like RF, LR, MI, PCA, ANOVA, and FDR. The main role of this stage is to choose the dominant
features by dropping the complexity of data. Additionally, 10 ML-based classifiers as LDA,
QDA, NB, GPC, SVM, ANN, AB, LR, DT, and RF have added to the training database and
estimated ML-based parameters. ML-based parameters and dominant features have extracted for

test data is used to predict diabetic patients. Monitoring output of ML-based systems yields
ACC, SE, SP, PPV, NPV, and AUC which were shown in Figure 5.3.
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Figure 5.2. Architecture of the ML-based framework.

5.3 Results and Discussion

5.3.1 Select the Best FS Techniques over K-fold CV and ORT

We have used 6 FS methods and for our notational simplicity, we may be defined as F1 for RF,
F2 for LR, F3 for MI, F4 for PCA, F5 for ANOVA and F6 for FDR on both presence of outliers
(01) and imputed outliers by median (O2) datasets. F5-based FS technique gave ACC of 81.94%
for K2 protocol and presence of outliers. It was observed that ACC was increased by
increasing the value of K for both presence (O1)and absence of outliers (02). F2 gave the highest
ACC of 84.66% of the same protocols for absence of outliers (O2). In the same way for K4, F2 and
F4 gave the highest ACC of 82.73% and 86.16% for both presence and absence of outliers (O2).
The highest ACC of 85.86% was obtained by RF for K10 and ACC of 88.45% for JK protocol
while data have the absence of outliers (O2) which are given in detail in Table 5.2. So it was
concluded that RF (F1)-based classifier was performed better for both presence (O1) and absence
of outliers (0O2) datasets.
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Table 5.2. Comparison of accuracy (%) in presence and absence of ouliers for different FS’s and

protocols.
EST Presence of outliers (01) Absence of outliers (02)
K2 K4 K5 K10 K K2 K4 K5 K10 K

F1 81.58 8197 8423 B84.66 86.05 | 84.30 8571 8588  85.86 88.45
F2 81.84 8145 8323 B3.56 86.77 | 84.66 86.16 8440 84.40 B8R.40
F3 81.92 82,73 81.88 8190 86.19 | 84.50 8527 B85.64 84.73 8B.A45
F4 81.48 8198 83.09 8223 8566 | 83.71 84.60 83.73 8460 §7.91
F5 81.94 81.94 8251 8247 B87.89 | 83.77 8344 8420 B84.01 8775
F6 7148 7351 7490 7482 78.13 | 75.53 75.82 76.77 77.35 79.32

Bold values indicate the result of proposed method.
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Figure 5.3. Performance of the ML-based system in the presence and absence of outliers.

5.3.2 Comparison of Performance of ML-based Classifiers

This section is implemented to investigate the 10 ML-based classifier’s performances with

changing CV protocols in presence and absence of outliers in the dataset. We may be defined 10
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ML-based classifiers as C1 for LDA, C2 for QDA, C3 for NB, C4 for GPC, C5 for SVM, C6 for
ANN, C7 for Adaboost, C8 for LR, C9 for DT, and C10 for RF. Table 5.3 and Table 5.4

indicates that ACC was increased with increasing the value of K for both presence and absence

of outliers in the dataset. For K2 protocols, the combination of F1-C10 based classifier gave
ACC of 89.09% for the presence of outliers and 88.98% ACC for the absence of outliers in the

dataset; (ii) ACC of C10-based classifier is also increased with increasing the value of K (2 to 4).

Table 5.3. Comparisons of accuracy (%) of 10 classifiers and 6 FS methods for presence of

outliers.
PT* FST Cl1 C2 C3 Cc4 Cs C6 C7 C8 9 C10
F1 77.21 73.83 76.56 85.23 85.18 78.88 86.33 78.54 86.93 89.09
F2 77.76 76.38 77.86 84.71 84.92 76.88 8576 79.17 87.24 87.73
- F3 77.24 7427 77.03 83.88 83.93 81.98 87.16 78.57 86.25 88.88
F4 77.55 75.13 77.45 82.89 8299 79.82 85.08 79.90 86.51 87.47
F5 77.73 75.36 77.55 84.48 85.08 78.70 85.78 79.56 87.21 87.97
F6 69.64 67.97 68.78 7229 71.61 68.62 73.67 71.20 75.18 75.81
F1 7630 73.49 7573 86.25 86.46 79.90 86.41 78.39 86.93 89.79
F2 77.34 7484 7693 8568 8339 75.68 84.74 79.27 88.02 88.65
o 78.02 7526 77.71 85.52 8490 81.56 87.55 80.10 86.93 89.79
F4 77.55 75.10 77.86 84.11 8297 80.62 8521 80.94 86.98 88.49
F5 78.96 76.72 78.28 85.68 86.35 80.10 85.00 80.73 87.66 89.06
F6 70.94 68.85 69.95 75.83 73.70 70.52 75.57 73.28 77.92 78.49
F1 80.32 77.40 79.48 88.51 87.21 81.17 87.34 82.40 88.57 90.78
F2 79.22 77.27 78.64 87.53 86.56 79.68 86.30 80.78 87.34 88.96
- I 77.47 73.77 76.62 84.81 8422 81.36 8591 78.96 87.01 88.70
F4 77.92 76.30 78.18 85.39 84.03 82.66 86.36 82.60 87.86 89.55
F5 77.79 75.19 77.21 85.58 84.81 81.04 86.30 80.32 87.73 89.16
F6 71.62 71.82 71.88 78.70 75.39 72.53 74.55 74.74 78.57 79.22
F1 77.62 7448 77.03 85.57 85.00 80.93 86.63 79.62 87.07 89.59
F2 78.18 76.36 78.44 88.05 85.58 78.31 88.70 81.69 89.35 90.91
2 76.75 73.38 76.10 84.81 83.12 81.69 85.71 80.39 86.88 90.13
F4 77.92 7532 77.92 85.84 8325 7896 8545 8234 86.23 89.09
F5 76.75 75.58 77.53 86.88 85.19 81.43 8429 80.91 87.01 89.09
F6 72.73 69.87 71.56 79.09 75.58 72.34 7429 7597 77.66 79.09
F1 77.92 76.05 77.44 89.01 90.41 82.16 99.92 7832 89.28 99,99
F2 78.27 81.22 78.78 88.12 89.24 83.20 99.49 79.16 90.23 99.99
= B 78.09 76.24 77.04 88.49 8999 83.82 99.87 78.37 90.03 99.99
F4 77.77 75.60 77.34 86.77 88.97 82.98 99.62 80.29 87.31 99,99
F5 83.67 83.84 82.84 8842 8828 79.06 98.63 84.13 88.59 99,99
F6 70.10 70.20 68.88 77.30 76.63 75.82 96.02 71.26 76.97 99.99

Bold values indicate the proposed method results.
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Table 5.4. Comparisons of accuracy (%) of 10 classifiers and 6 FS methods for the absence of
outliers.

PT* FST (1 C2 C3 C4 C5 C6 C7 C8 Co C10
F1 83.88 83.78 8437 87.34 86.15 79.14 86.67 85.29 B86.54 B88.98
F2 8440 84.11 8471 B86.82 85.05 77.66 84.87 8523 B86.02 B87.76
F3 83.39 8341 B83.70 B86.48 8521 79.87 8542 B84.82 B85.05 B87.66

K2 F4 82.50 82.84 82.50 85.16 84.32 80.03 84.19 B83.70 85.13 86.72
F5 83.10 83.83 83.10 B85.81 83.93 77.63 84.11 B84.27 B84.82 B86.75
F6 76.56 76.28 76.90 77.37 7599 72.16 72.16 77.94 73.88 76.04
F1 8531 8521 8505 8B8.28 86.61 79.58 87.50 87.45 87.03 89.58
F2 83.80 84.17 84.06 87.24 8599 7990 86.35 8583 B86.41 B8B.96
K4 F3 85.10 8443 84900 88.28 86.61 79.79 86.09 B86.61 8583 89.48
F4 83.49 8375 83.23 B86.41 8490 7990 84.84 8542 B8589 88.13
F5 82.45 8250 82.40 86.15 83.91 77.71 83.33 B84.01 B85.26 86.67
F6 76.61 75.99 76.82 78.33 7547 72.03 71.15 79.06 76.46 76.30
F1 8494 8448 8429 B88.70 8649 79.290 86.49 B86.82 87.53 89.81
F2 82.47 8227 8227 B86.75 8494 7799 86.88 8526 86.17 B88.96
K5 F3 84.22 8461 83.77 B88.31 86.82 79.94 87.08 8591 86.10 89.61
F4 82.08 82.08 81.95 86.17 83.70 B80.58 83.05 B84.35 B85.71 B87.66
F5 83.12 83.38 83.38 B87.08 84.35 79.16 82.21 B84.94 8591 88.44
F6 77.08 76.36 77.14 78.57 77.34 72.66 73.57 79.68 76.62 78.64
F1 8338 84.16 82.73 89.35 86.49 B81.17 8442 8597 8727 9226
F2 8545 8571 8597 89.61 86.62 78.83 87.27 B88.05 87.79 90.26
K10 F3 82.86 82.60 83.38 B8B.05 8519 76.75 86.62 B86.62 86.49 B88.70
F4 82.60 83.77 82.73 87.14 83.64 79.74 8286 8740 87.79 8831
F5 B82.86 83.12 82.73 87.79 B85.06 76.49 82.73 B86.36 85.97 §7.01
F6 77.66 7727 77.53 B80.13 77.14 75.32 72.99 B0.26 76.62 78.57
F1 8412 8431 83.74 B88.43 88.66 80.40 0982 B84.78 00.20 99.99
F2 84.01 84.79 84.03 88.72 8830 79.14 99.24 85.66 90.14 99.99
K F3 84.12 8431 83.74 B88.44 88.62 B80.50 09.82 B84.78 00.20 99.99

F4 8345 84.00 82.76 87.30 87.45 B81.67 99.81 84.13 8B8.58 99.99

F5 81.10 8226 83.66 88.17 89.09 8321 0982 81.39 00.23 99.99

F6 71.10 7032 69.88 78.30 77.63 77.82 97.02 7226 76.97 99.97
*Protocol Types. Bold values indicate the proposed method results.

Table 5.3 and Table 5.4 also showed that F1-C10 based combination also gave the highest ACC
for both the presence (89.79%) and absence of outliers (89.58%) in the datasets. Similarly it can
be showed that for K10 protocols; F1-C10 gave the highest ACC of 90.91% and 92.26% for the
presence and absence of outliers. It was also noticed that the combination of all FS with RF-
based classifier gave 99.99~100.00% ACC for both the presence/absence of outliers in datasets.
Therefore, it may be concluded that F1-C10 based combination was performed better for both
(presence/absence of outliers) datasets.
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5.4 Hypothesis Validation and Performance Evaluation

5.4.1 Hypothesis Validation

The hypothesis of this study (Chapter 5) was RF-based in ML-based framework yields the
highest ACC while the replacement of missing values by the group median and outliers by the
median. The comparison of ACC of 10 classifiers and 6 FS methods in the presence of outliers
(O1) and absence of outliers (02) was presented in Table 5.5. It was also demonstrated that the

hypothesis has been validated.

Table 5.5. Comparison of accuracy (%) of 10 classifiers and 6 FS methods in presence and
absence of outliers over protocols.

Presence of outliers (01) Absence of outliers (02)

F1 F2 F3 F4 F5 F6 F1 F2 F3 F4 F5 F6
C1 78.14 78.15 7751 77.74 7822 7123 84.03 8373 83.68 8282 83.04 76.98
C2z 7545 7721 7458 7549 76.75 69.63 [ 83.99 83.73 83.82 83.20 83.33 76.48
Cc3 77.56 7813 76.90 77.75 78.7 70.54 | 83.77 83.67 83.73 82.63 82.80 77.10
C4 87.67 86.82 85.50 8500 8592 7648 | 88.40 8746 87.70 86.44 87.05 78.60
C5 87.44 8594 8523 84.44 8585 74.07 | 86.72 85.97 86.37 B84.80 85.11 76.48
c6 81.15 7875 82.08 81.01 80.62 71.00( 79.87 78.47 79.30 80.38 78.01 73.04
C7 8992 89.00 89.24 8834 8839 7452 88.38 89.07 89.06 8695 86.20 72.47
C8 80.13 80.01 79.28 81.21 80.35 73.80( 85.71 8577 8559 8500 84.74 7924
C9 88.16 88.44 87.42 B86.98 87.88 77.33 | 87.24 87.11 B86.85 B86.62 86.14 75.90
Cl0 9135 9125 91.50 9092 90.84 78.15 [ 92.29 91.05 9098 90.16 89.81 77.39
* Classifier Types: Bold values indicate the proposed method results.

S

5.4.2 Performance Evaluation

5.4.2.1 Reliability
Reliability index (RI) and stability index is required the performance evaluation of ML-based
system (Shrivastava et al., 2017) which was presented in Figure 5.4. Rl was computed by the

proportion of the SD (c,) and mean ACC () over data size (n) and mathematically expressed

as
Gn
én(%)=<1-u—> <100 (5.1)
The system RI of & is also calculated using the following formula:
&%) <Tlé) (5.2)

Figure 5.5 and Figure 5.6 show thatRI forall F;-C; (i=1, 2..., 6 and j=1, 2... 10) based

60 combinations as data size (n). Further, the system RI was shown in Table 5.5 for the presence of
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outliers and Table 5.6 for absence of outliers. It was confirmed that the best performance of F1-
C10 based combination provided the best performance for both the presence and absence of

outliers in the datasets. It was also found that the data system is stable within 2% tolerance limit.

Ground Truth-Based
Diabetic Test Dataset Class Labels on
Test Dataset

4[ Accuracy Computation Ji

'

Accuracy
L . L
Reliability Stability
Assessment ) Assessment
‘ Reliability Index Stability Index

Figure 5.4. Performance evaluations of ML-based system in presence and absence of outliers.

Table 5.6. Comparison of RI (%) 10 classifiers and 6 FS methods for the presence of outliers.

FST C1 2 C3 C4 C5 C6 Cc7 Cc8 Cco C10
F1 06.97 06.17 06.82 07.84 08.25 96.50 07.73 06.94 07.78 08.45
F2 06.52 06.04 06.34 07.56 07.68 96.42 07.56 07.22 07.58 08.01
F3 06.08 05.22 05.88 06.98 07.14 06.18 07.37 06.73 07.53 08.01
F4 96.25 05.95 96.40 07.43 97.51 97.11 97.34 07.43 07.44 08.31
F5 96.79 06.49 07.13 07.44 07.03 96.77 07.68 07.17 07.13 08.24

Fé6 96.23 96.07 05.42 96.40 95.94 95.59 06.45 96.32 96.78 07.57
Bold values indicate the proposed method results.

Table 5.7. Comparison of RI (%) 10 classifiers and 6 FS methods for the absence of outliers.

FST Cl C2 C3 C4 C5 Co C7 C8 C9 C10
F1 67.73 07.21 07.14 07.77 07.74 06.81 97.06 07.54 97.16 08.02
IHE 07.17 07.02 07.33 07.52 07.24 06.43 07.05 07.34 07.10 07.91
F3 07.00 06.43 06.80 07.59 07.47 06.41 06.69 07.31 07.22 07.72
F4 07.11 06.32 07.10 07.41 06.77 05.58 06.50 07.44 06.93 07.84
F5 07.23 07.21 07.01 07.67 07.34 06.67 06.53 07.35 07.30 07.73

F6 96.24 96.18 96.06 97.38 96.18 95.34 95.96 96.96 96.15 96.46
Bold values indicate the proposed method results.
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Figure 5.5. Comparison of RI (%) of 10 classifiers and Figure 5.6. Comparison of RI (%) of 10 classifiers
6 FST’s for the presence of outlier. and 6 FST’s for the absence of outliers.

5.5 Summary of the Chapter

In this section, we summarize Chapter 5 at a glance as follows:
1. Data:
¢ Extraction: Extract the Pima Indian diabetes dataset into a .csv format from UCI.
¢ Data processing: Replace missing values and outliers by group median and median.
e Feature extraction: Extract risk factors of diabetes using 6 FS method as: RF, LR,
MI, PCA, ANOVA, and FDR.

2. Modeling:
e CV protocol: 5 CV-based (K2, K4, K5, K10, and JK) protocols were used.

e Classifiers: Apply 10 classifiers as LDA, QDA, NB, GPC, SVM, ANN, AB,

LR, DT, RF.
3. Model based performance evaluation:

e Metrics: Use ACC, SE, PPV, NPV, AUC, and RI as performance of classifiers
e Interpretation: Interpret the performance evaluation metrics to compare the classifiers
and our findings showed that the combination of RF-RF based FS and classifier gave

92.26% ACC and 85.86% RI for K10 protocol and 99.99% ACC and 88.45% RI
for JK protocol.
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Cancer using Machine Learning Paradigms

6.1 Introduction

Globally, cancer is the 2" major cause of death. Different forms of cancer disorder, such as
colon, lung, breast, prostate, and so on are found in human bodies (Hollstein et al., 1991; Bray et
al., 2018). Approximately, 12.4 million new cases were diagnosed by cancer worldwide in 2008
(Giovannucci et al., 2010), 18.1 million in 2018 (Bray et al., 2018), and this figure extended to
19.30 million in 2020 (Ferlay et al., 2020). Moreover, 9.6 million people died in 2018 and this
figure was reached about 9.9 million in 2020. Among them, 18% of deaths were occurred due to
lung cancer, 9.4% death for colorectal, 8.3% for liver, 7.7% for stomach, 4.7% for pancreas, and
3.8% for prostate. Therefore, it is clear that the no. of new cases and deaths from cancer has
steadily increased over time. It is required to be diagnosed cancer patients and determined the

high-risk genes of cancer.

Generally, gene expression datasets have a huge no. of genes as well as a limited sample
size. As a consequence, there exists a high correlation among these genes. Previously, lots of
supervised and unsupervised ML-based methods implemented for significant gene identification
(Matthias et al., 2003; Monti et al., 2003). These ML-based methods face with over-fitting and
multi-collinearity problems caused by limited sample size, noise and huge no. of genes (Hong
and Cho, 2006; Hung and Wang, 2006). It is urgent to eliminate the noisy genes through a novel
FS method and also predict the high-risk genes using ML-based methods based on different CV-
protocols. Many authors implemented their studies unsupervised algorithms like likely
hierarchical clustering (Yeoh et al., 2002), K-means clustering (Li et al., 2001), SOM
(Hautaniemi et al., 2003), FNN (Tung et al., 2005), etc., for detecting responsible genes for
cancer. In addition, various supervised techniques as ANN (Ando et al., 2003; Takahashi et al.,
2004), SVM (Guyon et al., 2002; Mao et al., 2005) and so on were used both for gene extraction
and prediction. Moreover, different parametric and non-parametric tests like t-test (Jeanmougin
et al., 2010; Kuyuk et al., 2017), KW-test, (Chen et al., 2005; Shi et al., 2015) were also used

only for significant gene extraction but not used for prediction of cancer patients. No attempt was
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found to combine a statistical test along with a ML-based classifier for accurate gene
identification and prediction. Therefore, we believe that the highest accuracy is provided by
choosing a proper statistical test, CV protocol along with a classifier. The global system of high-
risk gene extraction with ML-based method for classification is presented in Figure 6.1.To fulfill
the above foundational assumptions, this study presents a two-stage systems where the first stage
is identify of significant cancerous genes using 4 statistical tests as t, F, WCSRS, and KW based
on p-values. The 2" stage is to propose a classifier for performing better results for prediction of
cancer among 10 ML-based classifiers like LDA, QDA, NB, GPC SVM, ANN, LR, DT, AB,
and RF. The ML-based framework is assessed by 3 CV protocols as K2, K10, and JK. Reliability
index is also used for the evaluation of ML-based framework. Therefore, this study offers the

following contributions:

(i) Propose a ML-based framework by choosing a suitable statistical test and classifier from
4 statistical tests (WCSRS, t, KW, and F) and 10 classifiers (LDA, QDA, NB, GPC,
SVM, ANN, LR, DT, AB, and RF).

(if) Understands ML-based system using 3 CV protocols and 4 statistical tests combined with
10 classifiers. This further involved optimization of the best matching strategy between
data normalization, detection and classification.

(iii) Observing the effect of fixing/varying data size on performance of ML-based systems
and computing their performance based on ACC, SE, SP, PPV, NPV, and FM.

RI and AUC was also used as a part of evaluation.
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Figure 6.1. Global system of high-risk gene detection, CV protocols for ML-based system.
6.2 Materials and Methods
6.2.1 Dataset

The colon cancer dataset, extracted from Kent ridge biomedical data repository, USA that was
publicly available (Alon et al., 1999). The dataset contained 2,000 genes, and 62 observations
having 40 cancer patients. This dataset was in a matrix form while the genes were in the row and
observations were in the column. The matrix of gene expression matrix was utilized for global

system which was discussed in Figure 6.1.

6.2.2 Gene Expression Data Normalization

Data normalization is needed to avoid bias and redundancy of the gene expression data. The

normalization formula is given, as below:
7=—o (6.1)

Where, X is the variable to be normalized, p and ¢ is the mean and standard deviation.
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6.2.3 Local System for the Machine Learning

The main goal of this study was to predict the high-risk genes based on ML system. Thus,
we need to preprocess the input data for better characterization of gene expression. The overall
system comprises of 4 statistical tests. The effect of the global system is in depicted Figure 6.1.
The training/testing paradigm of the entire ML-based system is presented in Figure 6.2. The 1%
step is to split the given dataset into two sets as: training and test. These two parts are split with a
dotted line as training and test of gene expression data. The next stage is normalization of data,
and then extract the top differential expressed (DE) genes using 4 statistical tests (WCSRS, t,
KW, F) based on the p-value. The DE genes are trained based on ML framework. Estimating ML
-based training parameters and then applied to test data that is transformed to predict cancer
patients. Additionally, 10 ML classifiers as LDA, QDA, NB, GPC, SVM, ANN, LR, DT, AB
and RF have been adapted to classify the cancer patients. Monitoring the output of these
classifiers are evaluated using ACC, SE, SP, PPV, NPV, FM, and AUC which were displayed in
Figure 6.3.
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Figure 6.3. Performance of the ML-based framework.

6.3 Results and Discussion

6.3.1 Kernel Optimization

The main objective of this section was to optimize the kernel for SVM and GP-based classifiers
during the training. We have used 3 types of kernels, namely linear, RBF, and Poly-2 and
optimized the kernel whose gave the highest accuracy. The effect of dominant genes on accuracy
was presented in Figure 6.4a for K2 protocol, Figure 6.4b for K10 protocol, and Figure
6.4c for JK protocol, respectively. The corresponding table was shown in Appendix  A3:
Table A3.1. The figures demonstrated the accuracy is improved with increasing in the dominant
genes (D). These figures also demonstrated that the highest ACC is obtained with decreasing p-
values by GP with Poly-2 based classifier. It was observed that the highest ACC was also
obtained by SVM with RBF kernel.
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However, classification accuracy of all classifiers has more variations for K10 protocol compared

to K2 protocol due to small sample size. SO we have chosen that RBF kernel for SVM and Poly-

2 for GP-based classifier. The mean of the ACC over the dominant genes (D) for 3 kernels were
depicted in Appendix A3: Table A3.1.
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Figure 6.4. Kernels selection over 3 CV protocols: (a) K2, (b) K10, and (c) JK.
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6.3.2 Effect of p-value on ML Performance

The most informative genes were extracted using 4 statistical cutoff of point of p-values as 0.05,
0.01, 0.001, and 0.0001, respectively. It was noticed that the no. of significant genes are reduced
with reducing the cutoff point of p-values as displayed in Figure 6.5. It was also noticed that
the ACC of 10 classifiers with 4 statistical tests was higher for p-value less than 0.0001 as
displayed in Appendix A3: in Table A3.2, Table A3.3, Table A3.4 and Table 6.1.The ACC of 10
classifiers were increased for 4 statistical tests (Table 6.1). It was noted that the highest ACC
was provided for 3 protocols with lowest number of genes by RF-based classifier (see Table 6.1)
and the corresponding figures were designated in Appendix A3: Figure A3.1. It was also noted
that the ACC of 10 classifiers were increased with increasing the training dataset with protocols
from K2 to K10 to JK. In addition, the classification ACC were improved for each protocol as
decrease the p-values. It is provided the evidence of classifiers trained well for the most

significant genes with less noise.

Table 6.1. Mean accuracy (%) of 10 classifiers and p-values of WCSRS test over 3 protocols.

Protocol alues % of . Classifier types
types PVAUES  Folgenes T TTODA NB  GPC SVM ANN LR DT AB  RF*
0.05 387 80.01 56.77 73.70 82.19 82.58 70.48 74.35 6645 75.16 84.56
- 0.01 194 79.68 62.74 75.97 82.74 82.97 74.35 73.39 7258 79.36 85.97
0.001 64 78.55 64.35 82.42 85.00 85.96 76.77 74.52 75.32 78.38 85.32
0.0001 27 50.51 71.94 8516 86.45 85.00 77.00 76.45 76.29 80.97 85.80
0.05 387 80.83 75.83 76.67 88.33 87.50 71.05 78.33 74.16 82.91 88.33
K10 0.01 194 75.83 71.66 80.83 82.50 88.33 73.43 74.99 78.33 75.00 92.50
0.001 64 72.83 73.33 80.00 85.00 90.00 70.63 72.08 77.50 87.92 93.49
0.0001 27 75.83 75.83 81.67 87.50 87.50 70.00 71.25 78.34 81.84 95,05
0.05 387 06.48 64.86 76.10 93.39 03.45 78.63 90.45 99.74 96.46 99.79
K 0.01 194 96.43 66.65 82.60 92.54 93.29 79.87 99.74 99.69 96.35 99.82
0.001 64 99.56 67.74 83.82 91.99 93.39 77.68 99.58 99.74 94.77 99.77
0.0001 27 0534 84.60 84.05 92.03 91.75 90.66 89.40 94.85 9576 99.81

*Bold values indicate the result of proposed method.
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Figure 6.5. The Relation between p-value’s cutoff point and the no. of genes.

6.3.3 Inter-comparison of the Classifiers

The accuracy of 10 classifiers with 4 statistical tests and 3 protocols, a total of 120 (10x4x3=120)
combination with keeping data size fixed (n=62) is presented in Table 6.2. It was illustrated that
the maximum ACC of 99.81% was obtained by the WCSRS-RF-based classifier. It was also
illustrated that the minimum ACC was obtained by NB followed by QDA. Five performance
evaluation parameters, likely SE, SP, PPV, NPV, and AUC of WCSRS-RF-based classifier as
described in Table 6.3. It was also confirmed that better performance was provided by the
WCSRS-RF-based classifier and it was also validated based on AUC (see last column of Table
6.3).

6.3.4 Effect of Dominant Genes

The effect of dominant genes on ACC of WCSRS-RF-based model was displayed in Figure 6.6.
It was demonstrated that the ACC of 10 classifiers is improved with increasing the number of

genes. So, it was concluded that the best performance was given by RF-based classifiers.
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Table 6.2. Accuracy (in %) of 4 tests along with 10 classifiers over 3 protocols.

Protocol Classifier Statistical tests

types types WCSRS test t-test KW test F-test
LDA 03.87 61.45 70.81 78.39

QDA 85.83 72.90 84.03 70.00

NB 85.97 80.00 83.39 75.81

GPC 86.94 85.29 86.16 83.23

K2 SVM 85.16 84.35 84.68 77.42
ANN 80.81 78.71 80.81 82.10

LR 57.74 57.42 66.77 46.94

DT 71.29 72.26 74.19 72.58

AB 79.35 78.87 82.26 81.45

RF* 88.06 86.26 90.68 85.65

LDA 74.58 64.17 80.00 75.00

QDA 87.50 79.17 85.42 77.50

NB 85.42 78.75 82.50 77.50

GPC 80.29 86.58 86.25 83.58

K10 SVM 84.17 85.42 87.92 78.33
ANN 76.25 78.75 82.08 78.33

LR 71.67 64.58 74.69 54.37

DT 75.83 80.00 79.58 77.92

AB 74.58 82.92 79.58 82.50

RF* 95.50 89.83 92.92 89.33

LDA 05.34 01.31 80.36 06.54

QDA 84.60 67.82 80.72 74.14

NB 84.05 80.67 84.08 83.92

GPC 02.03 02.26 01.96 04.48

K SVM 00.66 01.75 890.00 00.48
ANN 80.40 82.90 92.10 00.46

LR 01.78 89.98 90.37 88.76

DT 04.85 01.70 04.85 06.41

AB 05.76 05.86 04.95 05.73

RF* 09,81 00,72 99,50 00,74

*Bold and shaded values indicate the result of the proposed method.
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Table 6.3. Performance evaluation parameters of 10 classifiers for WCSRS test over 3 protocols.

Protocol Classifiers Evaluation parameters (%)

types types SE SP PPV NPV FM AUC
LDA 65.56 61.20 76.95 49,12 69.75 67.42

QDA 88.72 84.90 88.94 81.77 87.84 88.70

NB 83.78 01.18 04.59 73.94 88.58 02.12

GPC 00.83 80.15 80.23 82.23 80.01 87.34

K2 SVM 00.09 77.09 87.21 81.80 88.45 47.36
ANN 84.45 75.40 84.94 74.40 84.30 88.54

LR 60.84 52.42 £69.98 43.35 04.06 58.03

DT 76.81 03.79 79.80 £6.19 76.40 75.80

AB 85.47 71.46 84.03 75.80 83.84 89.13

RF* 92.78 80.08 89.88 85.75 91.03 93.00

LDA 82.74 60.58 81.23 61.00 81.08 82.02

QDA 01.17 84.32 88.55 85.54 80.18 00.98

NB 82.62 80.42 02.07 73.04 87.88 04,14

GPC 01.92 82.32 90.06 87.82 01.68 88.73

K10 SVM 86.08 81.25 90.68 72.65 87.85 36.02
ANN 80.99 68.93 81.26 66.86 80.46 85.53

LR 77.33 64.83 78.70 62.65 76.80 75.34

DT 82.82 04.00 81.43 68.81 80.01 75.53

AB 82.08 62.60 74.44 76.40 76.58 82.66

RF* 93.08 87.29 92.94 84.00 92.22 97.78

LDA 05.44 05.16 07.31 92.05 96.36 09.51

QDA 89.11 76.30 87.290 79.46 88.19 80,57

NB 80.28 00.91 04.14 71.73 86.66 03.99

GPC 02.98 00.30 04.59 87.65 03.77 04.33

K SVM 092.50 87.32 03.00 86.49 02.75 05.81
ANN 03.22 82.46 90.75 87.39 01.90 05.18

LR 89.96 05.00 07.11 83.95 03.390 06.20

DT 07.22 00.54 04.94 04.78 06.05 08.88

AB 04.60 07.87 08.80 00.95 06.64 09.47

RF* 09,84 09,75 00,87 09,72 00,85 00,95

*Bold and shaded values indicate the result of the proposed method.
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Figure 6.6. Accuracy vs. dominant genes of 10 classifiers for WCSRS test (p-value=0.0001).

6.3.5 Effect of Data size on Memorization vs. Generalization

This experiment presented the effect of varying data size (n)on accuracy of ML-based models.
We have divided the training data size into 10 parts as10%, 20%, 30%, 40%, 50%, 60%, 70%,
80%, 90%, and 100%. The corresponding 10 datasets were comprised of 6, 12, 19, 25, 31, 37,
43, 50, 56 and 62 patients. 10 ML-based classifier was implemented on training data size and
calculates the classification accuracy. It was also noticed that at least 50% (32 patients) are
needed for the net generalization. Figure 6.7 showed the change of accuracy with varying data
size. It was noticed that accuracy of 10 classifiers were increased with increasing data size and

the highest performance was provided by RF-based classifier (see Figure 6.7). We have
computed system ACC by averaging ACC’s over data size (n) for 3 CV protocols. Table 6.4
indicates that the highest ACC was supported by RF-based classifier for 3 protocols compared to

others.
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Table 6.4. Systems mean accuracy (%) of 10 classifiers over 3 CV protocols.

Protocol Classifier types
types LDA QDA NB GPC SVM ANN LR DT AB RF*
K2 68.63 78.19 81.29 8541 82.90 57.22 72.58 72.58 80.48 87.66
K10 73.44 8240 86.43 78.85 66.33 78.33 79.90 91.90 93.14 93.14

K 08.68 83.95 87.60 9525 94.14 94890 097.18 93.65 063.35 99.77
* Bold and shaded values indicate the result of proposed method.
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Figure 6.7. Effect of varying data size (n) on classification accuracy.
6.4 Performance Evaluation and Hypothesis Validations

6.4.1 Gene Separation Index

Gene separation index (nGSI) can be depicted the segregation power of the genes and it is
mathematically represented as

c=IF,-Fl 6.2)
Where,F,, and F is the mean value of the cancer patients and control. The relationship between

nGSI, system mean accuracy along with p-values was presented in Table 6.5 and also effect of p-
value on (nGSI) is presented in Figure 6.8.

Table 6.5. Relationship between nGSI and system mean accuracy.

p-value Cancer Control nGSI Accuracy
0.05 580.50 £ 386.42 456.66 £ 279.65 123.84 89.84
0.01 644.28 £ 439.74 512.32 £ 315.62 131.96 90.70
0.001 775.04 + 497.78 614.40 + 371.92 160.64 00.80

0.0001  1314.90 £ 756.62 1018.71 £537.11  296.19 01.83
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6.4.2 Reliability Index

The system reliability index (RI) is used to evaluate the performance of the ML-based system

Oy,
gn,=(1-—> x100
1 unl

p_ and o, are the mean and SD for all combinations of p-values with 4 statistical tests.

which was computed as follows:
(6.3)

where,

The system RI is computed by averaging the RI over the data size which is shown in Figure 6.9.
It shows the value of RI of 4 statistical tests, 10 classifiers over 3 protocols and also confirms
that RF-based classifier is the best compared to others. The corresponding result is shown in
Table 6.6.

10 S 'X = _-' e "-";El 100 - 4 i \ VNN
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Figure 6.9. Reliability index vs. data size (n) for 10 classifiers for 4 statistical tests: (a) WCSRS
test,(b) t- test,(c) KW test, and (d) F- test.

Table 6.6. System reliability index (%) of 4 statistical tests and 10 classifiers over 3 protocols.

PT Testtypes LDA QDA NB GPC SVM ANN LR DT AB RF*
WCSRS 98.91 97.97 97.33 090.20 08.64 97.48 08.55 ©09.33 99.12 909.43

K2 t 08.37 97.97 98.74 96.94 098.04 08.4%1 0O8.86 98.79 98.97 9911
KW 08.83 97.87 99.45 08.25 09.46 08.55 07.88 99.01 99.04 99.37

F 08.79 97.97 08.47 97.25 00.11 08.86 08.03 98.86 98.97 99.30

WCSRS 99.27 096.58 90.59 90.20 0905 98.31 99.33 ©08.22 90.02 99.40

K10 t 08.37 97.97 098.74 96.94 08.04 08.41 08.86 98.79 098.97 99.11
Kw 08.83 97.87 99.45 9780 99.46 08.55 07.88 99.01 99.04 99.37

F 08.79 97.97 08.47 098.25 00.11 08.86 ©08.03 98.86 98.97 99.30

WCSRS 98.67 97.55 98.26 98.66 98.67 98.20 08.99 08.91 098.55 99.46

K t 08.17 96.50 98.05 98.25 098.11 08.63 98.40 98.30 98.60 99.09
KW 08.22 9430 98.80 99.31 98.60 08.78 08.42 98.50 98.80 99.05

F 07.83 9520 98.09 98.17 98.30 068.71 ©08.89 08.68 98.91 9871

*Bold and shaded values indicate the result of proposed method.

6.4.3 ROC Analysis

The value of AUC along with SE, SP, PPV, NPV, FM of 10 classifiers for WCSRS-RF tests and
3 protocols (K2, K10, and JK) were presented in Table 6.3. The similar results were presented
for 3 tests (t, KW, F) in Appendix A3.2: (Table A3.5-Table A3.7) for K2,K10,and JK
protocols. It was noted that the highest AUC was obtained by RF classifier for 4 statistical tests
over K2, K10, JK protocols (see last column of Table A3.5 to Table A3.7, and Table 6.3). It was
observed that the mean AUC of RF along with 4 statistical tests was provided almost close to

unity which was also proved the hypothesis.
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6.4.4 Validation of WCSRS-RF (Proposed) Method

Breast cancer dataset was used (Patricio et al., 2018) to validate the proposed WCSRS-RF

method. 4 statistical test and 10 ML-based systems have been adapted for prediction of breast
cancer. Our results indicate that the highest ACC of 95.25% was provided by WCSRS-RF (see
Table 6.7). So, our proposed WCSRS-RF methods was validated for both colon and  breast

cancer datasets.

Table 6.7. Validation of the WCSRS-RF (proposed) systems using K10 for breast cancer.

CT WCSES test t-test KW test F-test
LDA 72.41 70.69 71.55 70.69
QDA 62.07 50.48 58.62 50.48

NB 62.93 62.07 61.21 62.07
GPC 81.76 77.63 80.13 76.81
SVM 80.17 71.55 77.59 71.55
ANN 73.66 74.91 79.96 73.66

LR 74.14 74.14 74.40 74.14

DT 82.76 80.17 81.90 80.17

AB 87.07 87.93 80.66 87.93
RF* 95.25 94.31 94.40 93.79

6.5 Summary of the Chapter

In this section, Chapter 6 is summarized as:

1. Data:

e Data extraction: Extract colon cancer dataset format from PubMed.

* Bold and shaded values indicate the result of proposed method.

e Data normalization: It was needed to reduce the redundancy of the data.

eTop gene extraction: Extract top high-risk genes of colon cancer using 4 tests

like WCSRS, t, KW, and F-test.

2. Modeling:

¢ CV protocol: 3 CV-based (K2, K10, and JK) protocols were used.

¢ Kernel Optimization: Optimize kernel of SVM & GPC for prediction of colon cancer.

e Model selection: Apply LDA, QDA, NB, GPC, SVM, ANN, LR, DT, AB, and RF for

prediction of cancer.

3. Model performance evaluation:
e Metrics: Use ACC, SE, PPV, NPV, FM, and AUC for classifiers evaluation.

e Interpretation: Performance evaluation metrics to compare the classifiers and findings
showed that RF-based classifier gave 99.81% ACC for JK protocol.
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Chapter 7 Conclusion and Areas of Further Research

7.1 Conclusion

In this research we have tried to show the comparison of the performance of ML-based systems
in healthcare datasets. We have used three healthcare datasets, among them two datasets on
diabetes (NHAMES and Pima Indian) and another one on colon cancer. For NAHNES diabetes
dataset, our hypothesis is to propose an ML-based system combine with LR-based FS method
and a classifier out 4 as NB, DT, AB, and RF along with 3 CV protocols (K2, K5, and K10) that
will yield the highest accuracy. Results demonstrated that ML-based model with the combination
of LR-based FS method and RF-based classifier obtained the highest ACC (94.25%) for K10

protocol.

For PID dataset, our hypothesis was that if missing values and outliers are replaced by

group median and such a data when used in ML-based framework using RF-RF combination for
a FS and a classifier should yield higher accuracy. We demonstrate our hypothesis by showing a
improvement and reaching an accuracy of nearly 99.99~100% in JK-based CV protocol.
Comprehensive data analysis is conducted consisting of 10 classifiers, 6 FS methods, and 5 set of

CV protocols, 2 outlier’s removal techniques.

For cancer dataset, this study presented an exhaustive evaluation of ML-based systems
which has two major components: (a) identification of high-risk differential genes using tests and
(b) development of a ML-based strategy for predicting the cancerous genes. 4 statistical tests as
WCSRS test, t-test, KW test, and F-test are adapted for cancerous gene identification based on p-
values. Further, 10 ML-based systems are designed using ten different classifiers as LDA, QDA,
NB, GPC, SVM, ANN, LR, DT, AB, and RF. Our overalls mean accuracy of ML-based system
using 4 tests and 10 classifiers was 90.50%. The highest ACC of 99.81% was obtained by adapting
the combination of WCSRS test along with RF-based classifier. Finally, we may conclude that

RF-based classifier performed better for both diabetes and cancer datasets.
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7.2

Areas of Further Research

In this study, | have used only median-based imputation method to impute missing
values. One can easily extended different missing value imputation methods as

expectation maximization (EM) algorithm, KNN, fuzzy K-means (FKM), etc.

In this study, | have used only few FS methods to detect the high-risk factors/biomarker
for healthcare disease. In future, I shall be used various feature extraction and FST’s like
singular value decomposition (SVD),correspondence analysis (CA), canonical correlation
analysis (CCA), partial least square (PLS), SVM, GPC, pooling based FDR and so on.

| have used only four statistical tests to select the top biomarkers of colon cancer disease.
However, there were more statistical tests (parametric and non-parametric) available in
literatures. In future, | shall be used more applicable and important statistical tests

to identify the accurate biomarkers of any types of complex disease.

Although the current work was focus on only ML, showing the role of detection , and
prediction, one can extend this to adapt deep learning (DL)-based paradigm for detection
and prediction of the segmentation of medical imaging, single RNA-sequencing data, and

protein-protein interactions (PPI) data etc., and compare with our current study.

Although this work was the application of ML-based techniques on diabetes and cancer
disease and no mathematical/theoretical model was introduced or modified. In future, |
will develop a new computational model to identify the biomarkers of complex disease. |
shall also develop a novel ML-based system for addressing and predicting any complex

types of disease.
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Appendix
Appendix Al

Table Al.1 System accuracy (%) of 4 classifiers varying data sizes for K2 protocol.

5 Classifier types
Data size NB DT AB RE
656 84.75 85.34 85.25 87.82
1312 87.20 88.66 89.82 91.46
1968 87.48 90.30 90.00 91.57
2624 87.16 89.80 90.37 92.26
3281 86.35 89.14 90.72 92.45
3937 86.70 90.09 91.17 92.88
4593 86.23 89.65 91.59 93.19
5249 86.77 89.93 91.94 93.62
5905 86.85 90.07 92.37 93.96
6561 86.58 89.78 92.61 94.10

*Bold and shaded value indicates the result of proposed method.

Table Al.2. System accuracy (%) of 4 classifiers varying data sizes for K5 protocol.

Classifier types

Data size NB DT B RE
656 84.75 85.34 85.25 87.82
1312 87.20 88.66 89.82 91.46
1968 87.48 90.30 90.00 91.57
2624 87.16 89.80 90.37 92.26
3281 86.35 89.14 90.72 92.45
3937 86.70 90.09 91.17 92.88
4593 86.23 89.65 91.59 93.19
5249 86.77 89.93 91.94 93.62
5905 86.85 90.07 92.37 93.96
6561 86.58 89.78 92.61 94.10

*Bold and shaded value indicates the result of proposed method.

Table A1.3. System accuracy (%) of 4 classifiers varying data sizes for K10 protocol.

Data size

Classifier types

NB DT AB RF
656 85.61 88.64 88.18 90.91
1312 85.50 87.33 88.55 90.46
1968 86.55 91.22 91.42 92.69
2624 86.37 88.47 90.53 92.06
3281 86.80 89.70 91.22 93.11
3937 85.30 89.19 91.24 92.89
4593 86.25 90.07 91.98 93.51
5249 86.76 89.73 92.10 93.66
5905 87.07 90.20 92.94 94.31
6561 86.22 89.21 92.59 93.86

*Bold and shaded value indicates the result of proposed method.
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Appendix A2

Table A2.1. Performance evaluation parameters (%) of 10 classifiers and 6 FS method between
01 and O2 for K2 protocol.

N ol 02
CT" BT —g s ppv WPV ATC SE SP PPV NPV AUC
F1 88.74 5637 8062 74.74 8450 | 88.22 72.58 8249 77.17 89.33

F2 8880 5697 7746 7500 8521 | 8769 78.34 88.03 8160 89.16

c; 3 8754 5865 7656 7117 8506 | 8928 7240 88.14 7481 8986
F4 8659 359.65 8235 7054 8499 | 8643 7508 8593 7025 88095

F5 8656 61.16 83.14 69.11 8540 | 8828 73.60 8627 75.97 89.00

F6 8264 46.15 6883 7833 7455 | 8782 5633 81.02 73.64 83.62

F1 8762 4897 7574 6897 82.77 | 86.17 76.15 86.76 75.42 88.42

F2 8757 5528 7879 70.14 8330 | 8562 8141 8962 75.06 88.73

o, T3 8725 5097 7642 6886 8256 | 8742 7595 8725 7637 8933
“ F4 8542 5478 78.89 6557 8220 | 8543 7798 8816 7357 87.98
F5 86.00 5539 7840 67.78 8270 | 8745 77.13 8763 7694 8845

F6 8046 4526 7299 5620 7340 | 8623 5837 7891 70.19 82.08

F1 86.80 58.04 7900 71.02 84.77 | 85.96 78.24 87.74 75.58 89.41

F2 8859 5753 7985 72.61 8539 | 8601 8238 90.15 75.82 89.47

c; F3 8592 6091 8002 7040 8449 | 8694 7772 8802 76.10 90.05
F4 8515 62.19 8169 6796 8414 | 8496 7790 88.05 7294 88.88

F5 8544 62.69 81.19 69.63 8490 | 8745 77.13 8763 7694 8845

F6 8037 47.64 73.84 57.14 7325 | 8713 5849 79.13 7164 82.99

F1 8835 7950 88.78 78.98 89.84 | 91.01 77.71 8829 83.16 9125

F2 87.79 78.65 8877 77.53 8963 | 9286 7531 87.72 85.52 91.90

cq F3 8573 8023 8910 7565 8911 | 9036 7919 8921 8170 9175
F4 8575 77.12 8821 7339 8810 | 8892 77.77 8859 78.71 9035

F5 8739 7899 8878 77.07 9009 | 9177 7490 8§7.16 8322 9101

F6 8541 47.76 7535 6457 7574 | 86.01 61.74 8038 7146 8253

F1 8960 7741 8780 8040 8945 | 90.52 7598 8725 81.66 9053

F2 8918 7735 8819 79.17 8909 | 89.01 77.74 8823 78.96 90.82

cs T3 8942 7408 8622 7944 8928 | 8991 7627 87.77 80.15 90.53
F4 8593 7720 8823 7353 8822 | 8813 77.09 8810 77.20 8921

F5 8852 78.66 8870 78.64 9015 | 8956 73.61 8629 7923 8885

F6 8329 5056 7561 62.12 7400 | 88.15 54.14 77.66 71.73 79.46

F1 8407 6980 8350 7097 8039 | 8769 6256 8097 73.79 804l

F2 8424 6332 8129 6801 8026 | 8378 6629 8236 68.53 77.50

F3 8649 7397 8577 7528 8581 | 8750 6555 8274 73.78 79.65

C6 P4 8024 7899 8833 6690 8501 | 8457 7137 8501 70.64 8451
F5 8362 69.53 8380 69.53 8276 | 8432 6546 8187 6935 78.16

F6 8733 3425 7110 6024 67.03 | 8952 4067 73.36 70.11 70.88

F1 8936 8088 8948 8068 09330 | 8930 7751 8782 8001 9155

F2 9006 77.59 8842 8057 9167 | 8747 80.04 8920 77.16 92.34

c; 3 8955 8207 9051 8133 9388 | 8927 7811 8855 79.57 9225
F4 8624 8275 9084 7522 9267 | 8733 7820 8849 76.38 9138

F5 8853 8071 8963 7893 9290 | 8678 79.14 8849 76.57 91.03

F6 77.05 67.71 8150 61.82 80.67 | 76.07 6519 79.87 60.14 78.05
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(Continued Table A2.1)

. 01 02
CT" FST /g Sp PPV __NPV__AUC | SE___SP___PPV__NPV__AUC
F1 8812 6071 80.78 7482 8482 | 8670 80.12 8888 77.01 89.35

F2 8822 61.77 8151 7406 8540 | 87.75 8048 8947 77.95 8931

cg F3 8805 6095 8067 7412 8511 | 87.19 8034 8934 77.06 89.88
F4 8457 7045 8517 7032 8527 | 8681 77.54 8832 7595 88.90

F5 8589 67.72 83.63 7260 8573 | 87.49 78.08 8829 77.66 89.01

F6 8320 4910 7514 6172 7460 | 89.71 5654 79.03 75.69 83.59

F1 9237 77.16 8807 8504 9024 | 9218 73.05 8624 8432 8924

F2 9574 70.88 8626 90.15 90.20 | 9221 74.58 87.23 84.00 89.70

co F3 9207 7542 8744 8528 89.54 | 9232 7123 8595 8349 89.40
F4 9571 6844 8576 89.18 88.83 | 9251 7085 8602 8388 87.74

FS 9554 7163 8652 8999 9089 | 9505 6650 84.04 8837 88.44

F6 89.87 47.74 7638 7428 78.81 | 83.30 5628 78.37 66.83 76.99

F1 9406 7999 8958 8841 9425 | 9355 7610 87.79 87.10 93.29

F2 9410 7528 88.08 87.72 93.17 | 9391 7622 8815 87.16 93.66
clo F3 9370 8005 8963 8777 9425 | 9343 7681 8838 8624 9362
F4 9337 7574 8851 8571 9331 | 9481 7095 8641 8848 92.79

F5 9480 7200 8653 89.45 9230 | 9435 75838 88.10 8801 93.98

F6 8324 6215 8051 67.55 81.39 | 87.90 54.54 77.80 7177 80.94

*Bold and shaded value indicates the result of proposed method.
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Table A2.2. Performance evaluation parameters (%) of 10 classifiers and 6 FS method between

01 and O2 for K4 protocol.

01 02
S = SP PPV NPV AUC | SE SP PPV NPV _AUC
Fl 8804 5594 7357 71.15 8450 |89.16 7762 9200 76.12 9115
F2 8979 56.74 78.10 78.18 85.17 | 89.54 77.11 9028 8333 90.73
ci F3 8846 5951 7429 7500 8588|8702 7751 8712 7667 9059
F4 8839 5865 8015 8214 8563 | 8852 7425 8467 8364 89.59
F5 8656 61.16 83.14 69.11 8540 | 8798 7236 8296 8421 88.56
F6 8423 4620 7394 7400 7644 | 8836 5442 8156 7059 83.79
F1 8783 4850 7493 6949 8257 | 8684 8000 8882 7696 9038
F2 8772 5350 7576 7255 8296 |87.18 8134 9004 7682 8964
o, F3 8766 5337 7709 7104 8345|8626 8015 8968 7472 8985
©  F4 8620 5587 7733 6976 8276|8687 7799 8817 7621 8857
F5 86.00 5539 7840 67.78 8270 |86.15 7598 8677 75.15 88.19
F6 8204 4426 7351 5644 7538 | 8571 5768 7937 68.11 8252
F1 86.14 5766 78.10 7047 8410 | 8617 8241 9001 7654 9096
F2 8840 5793 7768 7516 8491 |87.07 81.07 8986 76.76 9039
c; [F3 8578 6346 8079 7137 8530 | 8558 8089 9001 7371 9039
F4 8654 6278 8027 7272 8464 |86.72 7687 8762 7554 8950
FS 8544 6269 81.19 6963 8490 | 8646 7499 8635 7528 8846
F6 8238 4677 7448 5833 7488 | 8678 S803 7973 6976 83.09
F1 8823 8244 09009 8058 09051 | 9212 8110 9004 8575 9249
F2 8841 80.84 8877 8137 8983|9334 7820 8942 8625 9281
oy 3 8922 7846 8845 8074 9058 | 9275 7535 8871 8431 9267
F4 8469 8296 8983 7561 8909 |89.17 8032 8991 8042 9116
FS 8739 7899 8878 77.07 9009 | 9341 7268 8635 86.83 9066
F6 8691 5396 7857 7002 7925|8549 63.86 8253 7021 8274
FI 9098 7880 8323 8339 0017|9033 7997 89.07 8205 9140
F2 8808 7581 8579 7977 8909 |91.04 77.75 8897 8183 9210
cs F3 8834 7871 8822 7903 9042 | 8965 7867 8937 7915 9188
F4 8789 7462 8572 7797 8920|8872 77.83 8822 7872 9038
FS 8852 7866 88.70 7864 9015|8990 7326 8593 80.03 8887
F6 8439 5395 7758 6474 7817|8877 5046 7729 7033 8020
FlI 8480 7146 8384 7298 8379|8565 6929 8347 7258 8339
F2 8342 63.15 7888 7043 8140 | 8523 6857 8403 7043 8153
ce F3 8467 7573 8639 7367 8678|8555 6896 8454 7032 8339
F4 8361 7561 8570 7270 8601 | 8454 7116 8467 7126 8529
F5 8362 6953 8380 6953 8276|8372 6676 8211 69.07 8144
F6 8849 3539 7274 67.18 6820 | 89.56 3756 73.81 69.74 69.08
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(Continued Table A2.2)

01 02
s D — SP PPV NPV AUC | SE SP PPV NPV  AUC
F1 8867 8254 8990 80.60 9349 | 8836 8194 89.88 79.44 9221
F2 8862 7826 87.10 80.80 92.14 | 9125 7984 8993 8286 93.73
o; F3 8905 8493 9131 8127 9402 | 8800 8297 9121 7747  92.60
F4 88.05 80.60 88.75 79.47 9292 | 88.14 7846 8851 78.00 91.02
FS 8853 8071 89.63 7893 9290 | 8570 7932 8831 7572 91.22
F6 8105 6525 81.63 6448 8245 | 7534 6336 7973 5755 77.87
F1 8640 63.72 8151 7398 8474 | 8893 8191 9027 80.54 9121
F2 8642 67.66 81.92 7626 8525 | 89.32 83.18 91.60 80.62 90.78
cg 3 8686 6766 8336 7537 8609 | 8925 7833 8950 7895 9056
F4 8571 72.19 84.88 75.02 8598 | 90.07 7622 8795 80.83 89.56
FS 8589 67.72 83.63 7260 8573 | 88.63 75.66 8694 7856 88.51
F6 8297 5390 77.65 6338 7659 | 88.62 6026 8128 7429 83.83
F1 9273 7639 87.66 86.86 9098 | 9295 7257 86.61 86.56 89.83
F2 9674 7372 8592 9333 9193 | 9276 75.73 8826 8528 9147
co F3 9088 7960 8926 8344 9187 | 9430 69.77 8663 8743 9037
F4 9510 72.60 8596 9030 90.57 | 96.18 6622 8445 91.05 88.75
F5 9554 71.63 8652 89.99 90.89 | 94.81 67.15 84.45 89.42 89.63
F6 8733 5846 81.02 7431 8126 | 86.14 5770 80.06 70.14 79.64
F1 9359 83.04 9074 8844 9430 | 95.12 79.00 8931 90.47 94.48
F2 9420 79.56 88.51 89.42 94.04 | 9567 77.40 8937 90.96 94.38
clo 3 9480 85068 89.96 9002 94.87 | 9394 77.82 9011 87.82 9427
F4 9357 7928 89.09 8871 93.70 | 9442 76.16 8828 88.14 93.27
F5 9435 7588 88.10 88.01 93.98 | 9660 6855 84.82 92.08 92.26
F6 8379 66.65 83.65 6992 8423 | 8943 5047 7794 7250 80.85

*Bold and shaded value indicates the result of proposed method.
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Table A2.3. Performance evaluation parameters (%) of 10 classifiers and 6 FS method between
01 and O2 for K5 protocol.

FST 01 02
' SE sP PPV NPV  AUC SE sP PPV NPV AUC
F1 9079 6135 7838 7442 8729 | 8825 7869 8036 7333 00.57
F2 8957 5920 8000 8529 8585 | 8825 7256 T9.80 8545 8038
C1 F3 8723 5974 7653 6250 83773 | 8901 7579 §8.42 7797  89.55
F4 BE61 5804 8224 7234 8735 | 8723 7268 92123 64.71 8050
F5> 8781 5983 7719 7500 8488 | 8829 7269 8411 8298 8931
F6 8653 4534 8443 5312 7816 | 88.14 56.88 TB.ATY 71.43 85.03
F1 8968 5532 7866 7424 8519 | 8600 E&l64 90.19 7499  90.09
F2 8789 5676 7955 7T112 8333 | 8555 7665 86.52 75.03 87.75
o F3 8610 5126 7643 6681 81.12 | 8738 7968  8B.57 7764  88.82
© F4 8729 5565 7877 7006 8442 | B546 7583 87.18 7279  88.50
F5 8542 5688 7823 6813 8130 | 8668 7T6.7%9  8§8.39 7410  88.82
Fo 8562 4710 7444 645 7835 | 866 5778 TB.7T8 7022 83123
F1 8896 6222 8126 7517 8733 | 8574 8l68 90.16 74.63 00.56
F2 8829 5996 8084 7326 8549 | 8602 7579 86.11 7568  8§9.12
c3 F3 8533 6082 7998 6931 8312 | 8627 7930 8B.16 76.15 80.64
F4 8683 6202 8114 7133 8663 | 8605 T458 8660 7346 8945
F5 8620 6108 8002 7079 8376 | 8725 7560 8793 7461 80.06
F6 8435 4957 7504 6368 775 86.97 5934 7942 7151 83.04
F1 8982 8563 9232 8248 9263 | 9263 8099 9064 8566 9230
F2 9107 8064 9007 8274 09165 (9178 7774 8701 8456 9180
C4 F3 8769 7902 8880 7834 8907|9341 7881 89.10 8708 9171
F4 9001 7636 8814 8096 9051 | 9050 7735 88.76 8077 91.12
F5 9303 7144 8593 8631 8008 (9286 7491 8843 8446 9138
F6 852 6457 8242 7321 8162 | 8831 6031 8§0.44 7469  83.69
F1 9131 @80.1% 8932 8295 92121 (8983 80.13 8991 8027 9168
F2 9011 7954 8961 B086 09138 | 9038 7569 86.60 8159 9081
Cs F3 8731 7870 8823 7J706 8904 (9100 7928 8872 8296 9039
F4 8928 7465 8684 T867 0045 | 8932 7351 86.52 78.05 20.51
F5 8812 7887 8834 7T842 B8OB8T | 8949 T407 87.53 78.10  89.15
Fo 8793 5316 7699 7T0.72 7972 | 8944 5541 78.39 74.09  8§2.02
F1 8557 7346 8547 7326 8531 | 8542 674% 8377 7038  83.68
F2 8515 6908 8417 7107 8385 | 8280 6969 8271 69.74  82.00
c6 F5 8524 7443 8593 7318 86.19 | 8637 6871 8§3.20 7351 82.89
F4 8546 7776 B8TED 7429 8785 | 86.11 T086 8487 7238  86.22
F5 8581 7284 8507 7404 8525 | 8473 6800 8432 68.65 8359
Fo 8500 4886 7527 6436 7251 | 90.68 3877 7347 7386 70.99
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(Continued Table A2.3)

. 01 02
’ SE SP PPV NPV AUC | SE SP PPV NPV AUC
F1 8883 8500 9147 80.43 94.82 | 88.68 8239 9087 78.85 9237
F2 9213 7547 8773 8331 9267 | 91.06 79.45 8871 8333 92.86
o7 F3 8703 8409 9090 7779 9321 | 89.01 83.64 90.66 80.76 93.24
F4 8937 8128 89.88 80.52 93.75 | 8647 77.05 8773 7447 9123
F5 88.61 8217 89.99 79.84 93.80 | 84.69 77.27 8834 71.69 91.28
F6  81.02 6268 79.77 6434 83.12 | 76.86 6755 81.09 61.98 80.22
FI 89.08 69.94 8502 7848 87.66 | 91.59 77.01 88.96 83.09 90.54
F2 9028 6195 8214 7829 86.18 | 85.88 83.69 9035 77.64 89.45
cg 3 8341 7007 8414 7070 84.00 | 8833 B8LI8 89.56 79.48 89.57
F4 8660 74.64 8674 7505 8748 | 87.03 79.68 89.42 7638 89.54
FS 89.14 6414 8212 7740 8493 | 89.01 7634 88.68 77.94 89.26
F6  84.02 5595 7815 6637 78.14 | 90.96 59.64 8022 79.1  85.11
F1 9400 78.19 8897 8847 9349 | 93.10 7651 83878 86.03 90.89
F2 9482 7268 87.09 8871 9222 | 9406 72.01 8576 87.95 90.34
co F3 9505 7251 8640 8923 9129 | 9369 7218 8596 87.36 89.20
F4 9513 7439 87.62 9028 9272 | 9577 6568 84.60 90.65 89.91
F5S 9435 7563 8779 8927 91.62 | 9491 6736 86.04 89.37 90.75
F6 8608 61.67 8259 7717 8259 | 88.72 5484 784 7412 8122
FI 9555 8169 90.66 90.93 9575 | 9426 80.88 90.73 88.71 94.18
F2 9446 7840 89.48 88.69 94.58 | 9525 77.37 8844 91.06 93.66
clo F3 9515 7664 8839 9024 93.64 | 9461 80.29 89.86 89.60 9381
F4 9518 78.63 89.52 90.52 9470 | 93.87 74.11 8821 88.19 93.00
FS 9498 78.67 89.06 8991 9423 | 9622 7259 8776 90.66 93.29
F6 8522 6561 831 7579 84.55 | 91.62 551  79.05 79.55 82.96

*Bold and shaded value indicates the result of proposed method.
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Table A2.4. Performance evaluation parameters (%) of 10 classifiers and 6 FS method between

01 and O2 for K10 protocol

01 02

CT* FST SE SP PPV NPV AUC SE SP PRV NPV AUC
F1 8894 6093 7963 8261 86.09 87.75 74.05 88.14 66.67 88.60

F2 8943 5976 8475 5556 8667 8825 7256 7980 8545 8038

c1 F3 8462 6101 7895 6500 83.77 87.93 13.72 78.00 74.07 89.04
F4 8883 5829 B000 6471 8617 8034 7029 7963 7826 8039

F5 8723 5660 7963 7391 8444 90.66 71.60 87.27 9545 90.38

F6 B678 4666 7636 6364 7679 88.65 56.23 88.68 66.67 83 58

F1 8889 5451 7841 7208 8497 86.72 78.89 80490 7387 88.46

F2 8685 5952 7788 72774 84382 85.55 76.65 86.52 75.03 87.75

2 F3 8318 5430 7771 6229 8198 8543 7734 87.07 7562 8841
- F4 8705 5360 7821 689% 8333 89.37 1297 85.57 79.57 89.06
F5 8718 5322 7824 6909 8290 89.10 74 84 8465 81.10 0034

F6 8343 4481 7406 5881 7558 87.15 57.98 80.49 68.92 81.75

F1 8769 6243 8129 7281 8639 34.66 78.78 8928 71.08 88.09

F2 8873 6132 7918 7599 8682 86.02 7579 86.11 7568 8912

c3 F3 8282 6239 8092 6526 8375 86.14 78.20 87.66 76.53 89.03
F4 8720 6100 8098 7171 8505 88.06 7265 8533 7725 8039

F5 8695 5926 8046 7055 8510 88.93 73.85 84.20 80.54 90.40

F6 8356 4914 7563 6142 7545 87.75 57.76 80.53 69 68 8241

F1 9111 8529 9268 8481 9247 0439 7851 90.40 87.72 0140

F2 9169 8038 8968 8751 9258 01.78 T7.74 8791 3456 91.30

C4 F3 8818 7647 8832 7796 8890 00.97 8263 9035 8424 2091
F4 8974 7745 8906 8154 89.07 91.96 76.44 88.41 86.53 90.70

F5 9030 8023 8990 8140 9061 96.13 7490 86.08 9211 9161

F6 88.73 6005 8131 77.09% 80.63 87.30 65.03 83.72 74.78 82.13

F1 9180 8081 8983 8437 9200 90.14 78.65 89.90 7936 90.25

F2 8867 8073 8833 8074 9134 9038 7569 86.60 8159 9081

Cs F3 8649 7569 8734 7462 8943 89.77 76.97 87.41 81.60 89.36
F4 8733 7558 8710 7596 8863 8024 72.13 8517 79 85 8922

F5 8927 7721 8820 7958 89.60 02.46 13.72 84.76 8549 89.15

F6 8483 5875 7948 6724 7921 8025 5349 7926 7056 81.10

F1 8592 7980 88.5% 7492 8789 8591 1127 86.15 70.94 84.08

F2 8522 6664 8092 7278 83091 82.80 69 .69 8271 69.74 82.00

C6 F3 8561 7340 86.16 7231 8565 83.80 64.59 80.71 69.42 80.44
F4 8311 7135 8472 6913 8574 85.32 69.36 83.03 T2.78 86.24

F5 8586 7275 8583 7356 8521 82.64 66.88 7992 7063 8320

Fe 88.16 4083 7431 7471 70.64 01.86 42.38 76.61 78.85 72.13
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(Continued Table A2.4)

01 02
i SP PPV NPV  AUC SE SP PPV NPV  AUC
F1 9147 8632 9250 8434 9545 | 8663 7990 90.05 7423 91.14
F2 9246 8199 89.77 86.65 9376 | 91.06 79.45 88.71 8333 92.86
o7 F3 8568 8640 9194 7530 9396 | 89.05 8186 8980 8171 9177
F4 8968 7747 8851 7961 9270 | 8778 7336 8553 76.63  89.79
F5 8497 83.04 9054 7451 93.03 | 87.70 7598 8525 79.06 9181
F6 7873 66.44 81.69 62.13 81.67 | 7620 66.50 82.05 5857  77.77
F1 8875 7142 8624 7870 86.57 | 91.15 7479 88.64 8032  88.53
F2 8728 6937 8399 81.15 8689 | 8588 83.69 9035 77.64  89.45
cg F3 8794 6219 8331 7496 8381 | 89.11 869 90.00 8L78  89.13
F4 9157 63.76 8350 8254 8637 | 9099 7894 89.67 84.09 89.34
FS 87.63 67.12 8494 7798 8490 | 89.29 8139 88.81 8226  90.30
F6 8944 5012 77.60 7126 7695 | 9371 5390 8033 8244  83.44
F1 9493 7773 8932 9052 9432 | 9453 7182 87.66 87.17 8745
F2 9431 8050 8945 90.01 9283 | 9406 7201 8576 8795 90.34
co F3 9209 7459 8837 8524 9199 | 9093 7839 8874 8473  89.85
F4 9492 69.15 8559 89.06 9032 | 9681 70.68 8624 9275  89.99
FS  93.15 7525 8799 86.09 9029 | 8938 7832 88.09 8499  90.45
F6 9249 4829 7777 7922 80.64 | 87.52 54.17 79.75 7227 80.12
F1 9536 86.15 9250 9097 9590 | 9596 79.72 91.14 9120 93.11
F2 9466 83.55 9131 91.99 9540 | 9525 7737 8844 91.06 93.66
clo F3 9383 8193 9137 8816 9459 | 9464 7783 8876 90.74 9254
F4 9531 7626 89.04 9159 9377 | 9452 7592 88.08 90.57 9197
FS 9766 7292 8735 9481 9430 | 9623 7193 8525 9251 9248
F6 8560 6584 8408 7529 8406 | 92.11 5168 7933 7944 80.74

*Bold and shaded value indicates the result of proposed method.
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Table A2.5. Performance evaluation parameters (%) of 10 classifiers and 6 FS method between

01 and O2 for JK protocol.
01 02

SE SP PPV NPV  AUC SE SP PPV NPV  AUC

F1 88.08 5896 8000 7248 8511 | 88.41 76.13 8735 77.86 90.12

F2 9048 5549 7920 7602 8455|8841 7581 87.18 7778 8994

c; F3 8820 5922 8018 7294 8507|8841 7613 8735 7786 90.12
F4 8812 5847 7989 7269 8576|8858 7388 8635 7765 8971

F5 9179 6116 8153 8000 8588|8860 7449 8638 7795 8956

F6 8283 4261 7288 6037 6883|8583 4361 7388 6237 7583

F1 8820 5337 7792 7080 8414 [87.19 789%4 8854 7676 8983

F2 89.08 6656 8325 7657 8745 |86.82 8102 8951 7671 8947

cp F3 8860 5317 7793 7143 8415 8719 7894 8854 7676 89.83
“ F4 B641 5544 7835 6861 B355 | 8724 7796 8807 7661 8970
F5 9098 6601 8331 7968 8906 8698 7799 8806 7625 8934

F6 8241 4403 7178 6022 7470 | 8441 4403 7378 6022 7570

F1 8660 6033 8029 7071 85118580 7988 8884 7510 8996

F2 8958 5864 8016 7510 8627 | 86.61 7922 8861 7602 8977

c3 F3 8573 6083 8033 6956 8468 8580 7988 8884 7510 89.96
F4 86.18 6086 8042 7024 8501 |86.20 7634 87.17 7478 8957

F5 9095 7007 8501 8058 8893|8601 7694 8744 7467 8950

F6 8194 4453 7196 5685 7337 8294 4552 7396 5885 7437

F1 9212 8319 9109 8500 9304 ]9409 7788 888l 8761 9359

F2 9642 7264 8681 9160 6510 | 9458 77.79 8882 8851 9359
cqg F3 5201 8193 9048 8461 92519410 7789 8882 87.63 93.60
F4 9117 7856 8883 8272 9225|9043 8145 9010 8204 9301

F5 9673 7222 8666 9222 6510 |93.74 7849 8906 87.09 9311

F6 8534 6231 8046 7035 8235|8634 6331 8146 7135 8335

F1 9310 8540 9225 8690 9272|9183 8274 9085 8445 9389

F2 9677 75.19 8792 9258 9360 | 9250 8045 8982 8519 9380

_ F3 9229 8570 9233 8564 9272|9179 8272 9083 8438 9386
C> P4 9124 8475 9178 8383 93.14 | 90.65 $1.49 90.14 8236 92.89
F5 9640 7545 8799 9183 9358|9286 7974 8953 8570 9284

F6 8816 5512 7813 7251 8164 |89.16 56.12 79.13 7351 8264

F1 8701 7312 8579 7511 8553|8623 6954 8408 7302 8487

F2 10000 5187 7949 100.00 8776 | 8392 7022 8402 7007 8453
ce F3 8822 7563 87.10 7749 8836|8636 69.55 84.10 73.23 85.08
F4 86.19 7699 8748 7494 8847 | 86.88 7195 8525 7463 8814

F5 10000 5189 7950 9999 8749 | 83.85 70.12 8396 6995 84.80

F6 8564 39508 8483 5554 7028 | 89.64 39.08 8283 5354 69.28
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(Continued Table A2.5)

01 02
SE SP PPV NPV  AUC SE SP PPV NPV  AUC

F1  99.88  99.98 99.99 9978  99.99 | 99.74 99.95 9997 99.53  99.99

F2 9951 9946 9971 99.09 9999 | 9933 99.07 99.50 98.76  99.98
o7 F3 9982 9998 9999 99.66 100.00 | 99.74 9995 9997 99.52  99.99
F4 9943 9997 9998 9896 9999 | 9975 9993 9996 99.53  99.99

F5 9973 9997 9998 9951 9999 | 98.17 9947 9971 9670  99.96

F6 9596 9413 9745 9349 9875 | 9696 97.13 9845 9449  99.75

F1 8851 5930 8023 7345 8544 | 87.74 7926 8876 7761  90.10

F2 8531 6767 83.12 71.18 8454 | 8620 8465 9129 7668  89.90
cg F3 8862 5924 8022 7362 8544 | 8774 7926 8876 7761  90.10
F4 83.79 73.76 85.63 7092  86.07 | 84.69 83.09 9034 7442  89.72

F5 9211 6139 8165 8067 8589 | 8554 8149 89.62 75.16  89.55

F6 81.70 5177 7557 60.06 73.85 | 82.70 52.77 7657 62.06  75.85

F1 9581 77.09 8864 9080 9654 | 92.79 8537 9222 8642  95.13

F2 9820 7538 88.15 9573 9625 | 92.66 8542 9224 8625  95.16
co F3 9700 7703 8874 9322 9684 | 9279 8537 9222 8642 95.3
F4 9600 71.09 8611 9050 94.16 | 93.49 7944 8947 86.77  94.43

F5 9820 7538 88.15 9573 9625 | 93.48 79.45 8947 8676  93.99

F6 8580  60.32 80.16 69.66 84.07 | 8589 6032 80.16 69.66  84.07

F1  99.99 9998 9999 9999  100.00 | 99.99 9998 9999 9999  100.00

F2 100.00 9998 99.99 9999  100.00 | 99.99 9998 9999 9999  100.00

F3 9999 9998 9999 9999  100.00 | 99.99 9998 9999 9999  100.00
CIO £y 0999 9998 9999 9999  100.00 | 99.99 99.95 99.99 99.99  100.00
F5  100.00 9998 9999 9999  100.00 | 99.99 9998 99.99 9998  100.00

F6 9998 9996 9998 9996 9999 | 9998 9996 9998 9996  99.99

Bold and shaded value indicates the result of proposed method.
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Appendix A3

This Appendix A3.1 demonstrates the optimization of kernels on the two machine learning
classifiers namely: GPC and SVM including three types of kernel namely: Linear, Poly-2, and
RBF. The Appendix A3.1 also demonstrates the different classifiers performance while changing
statistical tests. Ten classifiers are compared in each of the tables shown below. Each table
corresponds to different set of statistical tests.

Table A3.1. Comparison of mean accuracy (%) for 3 kernels using 3 CV protocols.

PT SVM: Linear GPC: Linear SVM: RBF* GPC: RBF  SVM: Ploy-2 GPC: Poly-2*
K2 80.99 +6.04 81.79+3.84 85.75+13.21 8431 +525 82504625 91.11+ 6.50
K10 8416 +3.68 8685+449 86.53+ 414 85434461 835441395 92.274+9.20
JK  86.06 +12.98 90.254+6.29 87.03 +13.04 91.41 +6.82 83.94 +13.85 92.48 +9.09

Mean aceuracy is expressed as aceuracy * SD. *Bold and shaded value indicates the selected kernels.

Table A3.2. Change in mean accuracy (%) of 10 classifiers and different p-values for t-test.

PT p-values #ofgenes LDA QDA NB GPC SVM ANN IR DT AB RF*

0.05 478 81.45 59.03 71.94 7935 79.84 77.58 72.74 69.67 76.29 83.71

K2 0.01 246 82.90 58.71 70.97 80.71 81.77 77.09 75.80 71.29 78.38 83.90
0.001 94 79.35 58.06 77.58 81.45 82.42 78.87 70.32 75.00 78.06 84.19

0.0001 33 58.71 66.29 76.13 82.90 80.00 76.45 7548 73.39 81.61 8§7.42

0.05 478 73.33  63.34 70.00 85.00 86.67 79.99 79.16 79.17 82.08 8§7.52

K10 0.01 246 75.83 63.34 77.50 8833 85.83 71.84 70.83 77.50 80.00 88.33
0.001 94 78.33 59.17 7250 87.50 85.83 7421 74.16 75.83 80.00 91.67

0.0001 33 77.50 74.16 86.67 81.66 68.42 70.42 70.50 81.67 85.00 92.32

0.05 478 96.54 65.95 71.20 93.47 9342 73.10 90.22 90.66 96.43 99.74

K 0.01 246 96.35 63.86 75.84 9324 93.03 71.62 90.14 90.66 96.38 99.79
0.001 94 97.87 61.24 77.58 9225 9342 69.69 90.27 90.79 94.12 99.77

0.0001 33 91.31 67.82 80.67 9226 91.75 8290 89.98 91.70 95.86 99.72

*Bold and shaded value indicates the result of proposed method.

Table A3.3. Change in mean accuracy (%) of 10 classifiers and different p-values for KW test.

PT p-values #ofgenes LDA QDA NB GPC SVM ANN LR DT AB RF*

0.05 387 80.97 58.06 75.16 80.80 82.42 7032 73.07 75.00 7484 84.84

K2 0.01 188 83.23 65.00 76.77 7935 85.16 77.25 75.00 7258 77.58 85.16
0.001 62 80.65 65.48 83.87 8597 8290 7742 7983 7565 79.52 8516

0.0001 22 7096 67.74 83.07 86.93 86.94 72.10 7742 76.78 80.32 8§7.42

0.05 387 81.67 55.00 65.83 82.50 80.00 78.16¢ 74.17 79.17 77.50 85.83

K10 0.01 188 75.00 60.83 79.17 83.33 82.50 77.10 74.58 70.83 80.00 86.67
0.001 62 70.00 60.83 83.33 B82.50 84.33 75.53 73.34 80.00 85.83 8§7.50

0.0001 27 80.83 70.00 85.83 B85.00 85.83 79.74 75.83 84.17 83.33 §9.17

0.05 387 99.56 67.74 83.82 9199 93.39 77.68 99.58 99.74 9477 99.77

TK 0.01 188 96.38 66.65 83.66 92.54 93.29 69.87 99.09 99.69 96.35 99.79
0.001 62 98.83 67.74 83.97 9197 92.74 78.15 98.99 99.71 94.77 99.82

0.0001 22 89.36 80.72 84.08 9196 89.00 92.10 90.37 94.85 9495 99.50

*Bold and shaded value indicates the result of proposed method.
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Table A3.4. Change in mean accuracy (%) of 10 classifiers and different p-values for F-test.

PT p-values #ofgenes LDA QDA NB GPC SVM ANN LR DT AB  RF*®
0.05 714 7226 5339 6564 7532 6935 76.61 76.77 6952 7322 7581

K2 0.01 431 74.03 5645 70.16 71.61 7048 7T7.58 7339 7274 7774 76.78
0.001 246 76.68 56.77 75.00 76.29 71.61 70.81 7387 7T258 7726 79.20

0.0001 133 79.03 54.19 77.26 78.07 7225 71.77 77.58 7339 78.71 81.13

0.05 714 79.17 55.84 6333 74.17 70.17 7281 7892 B80.83 79.58 84.17

K10 0.01 431 73.34 55.00 68.34 79.17 60.63 7458 70.00 80.41 77.25 88.33
0.001 246 80.83 63.33 68.34 86.33 7334 71.56 7T1.25 75.00 78.34 88.34

0.0001 133 79.16 68.33 7958 87.50 7542 7140 7T4.17 84.17 79.17 88.42

0.05 714 96.33 57.83 7094 95.03 90.79 71.36 99.09 99.66 9643 99.71

K 0.01 431 96.38 64.31 7149 9381 93.00 72.14 99.12 99.71 96.38 99.77
0.001 246 96.28 6345 7591 9433 93.00 68.31 98.99 99.66 96.38 99.77

0.0001 133 96.54 74.14 8392 9448 9048 9046 88.76 96.41 95.73 99.74

Table A3.5. Performance evaluation in parameters (%) of all classifiers for t-test.

*Bold and shaded value indicates the result of proposed method.

PT CT SE SP PPV NPV FM AUC
LDA 60.01 64.88 78.21 43.79 67.36 67.78
QDA 84.84 54.08 77.23 67.58 79.99 83.17
NB 76.90 86.63 01.97 68.68 82.84 01.62
GPC 87.88 77.32 87.96 84.36 89.54 87.80

K2 SVM 88.01 81.05 89.38 80.37 87.81 40.80
ANN 78.61 79.99 88.31 67.57 82.52 87.59
LR 55.04 62.38 73.35 43.33 61.98 58.92
DT 80.65 59.21 77.97 64.12 78.48 75.58
AB 77.70 82.09 88.48 67.85 82.08 87.03
RF* 91.90 64.29 81.25 70.74 82.51 92.75
LDA 68.11 62.20 73.14 55.93 69.08 70.97
QDA 04.41 55.71 78.90 70.25 85.02 80.78
NB 69.80 03.82 05.45 62.54 80.15 90.72
GPC 94.56 78.75 90.07 02.38 01.67 88.79

K10 SVM 86.61 85.17 01.95 76.48 88.54 43.36
ANN 81.88 74.90 86.68 65.24 83.33 88.05
LR 63.24 69.33 84.45 42.74 71.17 67.13
DT 84.46 62.90 85.48 76.50 84.48 76.40
AB 34.22 80.24 88.50 76.57 84.90 92.14
RF* 87.82 72.56 81.64 30.00 83.90 90.56
LDA 90.69 02.45 05.64 84.59 03.08 88.12
QDA 62.82 76.91 83.19 53.22 71.58 76.47
NB 70.12 09.85 09.89 64.77 82.40 04.23
GPC 03.06 00.81 04.97 87.99 03.95 05.88

K SVM 94.60 86.58 02.77 80.88 03.67 04.68
ANN 87.44 74.65 86.71 77.69 86.82 01.58
LR 90.20 89.59 94.10 83.49 02.08 03.74
DT 01.41 02.23 05.61 85.73 03.41 97.75
AB 94.56 08.24 09.02 90.96 06.72 89.41
RF* 29.80 29.59 00.78 99.65 99.79 99.96

*Bold and shaded value indicates the result of proposed method.
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Table A3.6. Performance evaluation parameters (%) of all classifiers for KW test.

PT CT SE SP PPV NPV FM AUC
LDA 75.47 64.05 78.09 60.66 76.10 76.72
QDA 9233 71.17 84.80 83.62 87.92 90.11
NB 83.43 83.22 00.13 73.57 86.48 01.03
GPC 91.54 86.76 92.70 87.38 91.96 90.88

K2 SVM  91.36 73.10 86.00 83.46 88.31 41.91
ANN  87.04 69.55 84.09 76.55 85.12 88.79
LR 69.32 63.75 78.95 52.45 72.87 71.07
DT 81.82 62.71 79.42 68.56 79.89 76.88
AB 85.27 76.79 87.39 75.98 85.76 88.98
RF* 01.33 76.43 88.36 77.94 88.48 01.78
LDA 90.83 55.70 81.17 70.60 84.90 85.56
QDA 91.85 78.02 85.26 83.75 87.46 89.01
NB 80.04 86.15 03.22 68.74 85.21 02.69
GPC 04.90 84.25 03.80 04.08 04.59 03.40

K10 SVM  93.52 76.42 89.59 84.50 90.98 19.60
ANN  92.13 66.10 81.96 86.31 85.82 00.83
LR 75.83 71.35 83.63 62.44 78.84 77.39
DT 82.53 74.90 86.83 70.23 83.43 81.35
AB 81.87 75.24 84.88 73.53 82.37 89.80
RF* 05.71 79.24 87.30 85.85 88.01 96.19
LDA 04.96 79.18 89.27 89.66 92.02 08.47
QDA 92.50 59.31 80.52 81.30 86.10 87.82
NB 80.36 00.84 04.10 71.80 86.69 04.53
GPC 96.79 83.17 01.32 03.64 03.95 85.21

K SVM 9246 82.70 00.69 85.78 01.56 05.96
ANN 9292 90.61 04.82 88.16 03.78 06.88
LR 06.69 78.80 89.35 03.18 02.84 04.88
DT 097.22 90.54 94.94 04.78 96.05 08.88
AB 03.55 97.51 08.57 89.34 05.98 09.30
RF* 09.84 09.76 09.87 99.72 99.85 99.95

*Bold and shaded value indicates the result of proposed method.
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Table A3.7. Performance evaluation parameters (%) of 10 classifiers for_F-test.

PT CT SE SP PPV NPV FM AUC
IDA 8405  69.03 83.23 70.85 8321 84.83
QDA 7829  58.16 77.19 59.28 76.79 76.39
NB 7273 8135 87.71 64.32 78.73 84.03
GPC 8893  72.75 86.52 81.47 86.95 85.41

ko SVM 8525 4381 76.64 83.48 84.72 51.19
ANN 8275 8245 88.69 73.98 85.02 89.61
LR 4599  48.40 59.25 35.78 50.90 45.89
DT 8534  51.09 76.02 66.05 79.82 71.57
AB 8135 8234 89.58 71.76 84.73 88.84
RF*  §7.29  69.56 84.15 75.65 85.22 88.95
IDA 84.17  63.71 7821 75.54 79.49 79.97
QDA 9390  54.71 75.96 88.33 83.07 81.63
NB 7263  83.33 88.81 65.44 79.03 86.04
GPC 9378  79.87 89.49 93.12 91.10 88.94

klo SYM 9266 5436 76.94 84.17 83.69 25.69
ANN 79.00 73.92 88.14 60.36 82.88 87.15
LR 5626 5155 66.14 42.76 59.08 54.22
DT 8371  69.36 83.57 69.99 82.40 80.69
AB 8661 7092 85.98 78.43 85.77 88.07
RF*  83.65  $§1.92 93.45 69.38 87.30 92.67
LDA 9746  94.87 97.19 95.40 97.32 99.40
QDA 6815  85.04 89.28 59.51 77.27 84.98
NB  75.16  99.85 99.90 68.86 85.78 93.33
GPC 9466  94.17 96.74 90.67 95.68 96.78

x SVM 9500 8226 90.71 90.04 92.80 96.85
ANN  93.17  85.53 92.26 87.57 92.66 96.89
IR 9274 8152 90.14 86.11 91.42 93.40
DT 9944 9091 95.24 99.01 97.27 99.40
AB 9500  97.07 98.42 91.81 96.62 99.39
RF* 9982  99.59 99.78 99.69 99.80 99.96

*Bold and shaded value indicates the result of proposed method.
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(c) JK Protocol
Figure A3.1. Mean accuracy (%) of 10 classifiers varying p-values for 3 CV protocols:
(a) K2 protocol; (b) K10 protocol; and (c) JK protocol.
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